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Abstract This paper is to study the following generalized Abel’s integral equation
\[ g(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha} d\zeta, \quad \text{where} \quad \alpha \in \mathbb{R} \]
and its variant in the distributional (Schwartz) sense based on fractional calculus of distributions. We obtain a number of interesting and new results which are not achievable in the classical sense.
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1 Introduction

An integral equation is an equation in which an unknown function appears under an integral sign. There is a close connection between differential and integral equations in general, and some problems can be formulated either way. Integral equations play an important role in both pure and applied mathematics and they also have numerous applications in physics, chemistry, biology, electronics and mechanics ([1], [2] and [3]). In 1823, N. Abel studied a physical problem about the relationship between kinetic and potential energies for falling objects in [4] and obtained an integral stated in the form
\[ g(x) = \int_a^x \frac{f(\zeta)}{\sqrt{x-\zeta}} d\zeta, \quad a > 0 \]  
(1)
where \( g \) is given and \( f \) is unknown. He also worked on a more general integral equation given as
\[ g(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha} d\zeta, \quad 0 < \alpha < 1, \quad a \leq x \leq b, \]  
(2)
which is called the classical Abel’s integral equation or integral equation of Abel’s type.


The structure of the current work is grouped as follows. In section 2, we briefly introduce the necessary concepts and definitions of fractional calculus of distributions in \( \mathcal{D}'(\mathbb{R}^+) \), and further we show that the Riemann-Liouville derivative and Caputo derivative of distributions are identical by distributional
convolutions. In section 3, we solve the generalized Abel’s integral equation for all \( \alpha \in R \) and its variant in the distributional space \( \mathcal{D}'(R^+) \) by a new technique of computing fractional derivatives of distributions based on derivatives of integer-order. We derive some novel results for all \( \alpha \in R \) which cannot be not realized in the classical sense.

2 Distributions in \( \mathcal{D}'(R^+) \)

In order to study fractional derivatives of certain types of distributions and proceed smoothly, we introduce the following basic concepts in detail, which will be used in the subsequent section. Let \( \mathcal{D}(R) \) be the Schwartz space [13] of infinitely differentiable functions with compact support in \( R \), and \( \mathcal{D}'(R) \) be the space of distributions defined on \( \mathcal{D}(R) \). Further, we shall define a sequence \( \phi_1(x), \phi_2(x), \ldots, \phi_n(x), \ldots \) which converges to zero in \( \mathcal{D}(R) \) if all these functions vanish outside a certain fixed bounded interval, and converge uniformly to zero (in the usual sense) together with their derivatives of any order. The functional \( \delta(x) \) is defined as

\[
(\delta, \phi) = \phi(0)
\]

where \( \phi \in \mathcal{D}(R) \). Clearly, \( \delta \) is a linear and continuous functional on \( \mathcal{D}(R) \), and hence \( \delta \in \mathcal{D}'(R) \). Let \( \mathcal{D}(R^+) \) be the subspace of \( \mathcal{D}(R) \) with support contained in \( R^+ \).

Define

\[
\theta(x) = \begin{cases} 1 & \text{if } x > 0, \\ 0 & \text{if } x < 0. \end{cases}
\]

Then

\[
(\theta(x), \phi(x)) = \int_0^\infty \phi(x)dx \quad \text{for } \phi \in \mathcal{D}(R),
\]

which implies \( \theta(x) \in \mathcal{D}'(R) \).

Let \( f \in \mathcal{D}'(R) \). The distributional derivative of \( f \), denoted by \( f' \) or \( df/dx \), is defined as

\[
(f', \phi) = -(f, \phi')
\]

for \( \phi \in \mathcal{D}(R) \).

Clearly, \( f' \in \mathcal{D}'(R) \) and every distribution has a derivative. As an example, we are going to show that \( \theta'(x) = \delta(x) \), although \( \theta(x) \) is not even defined at \( x = 0 \). Indeed,

\[
(\theta'(x), \phi(x)) = -(\theta(x), \phi'(x)) = -\int_0^\infty \phi'(x)dx = \phi(0) = (\delta(x), \phi(x)),
\]

which claims

\[
\theta'(x) = \delta(x).
\]

It can be shown that the ordinary rules of differentiation apply also to distributions. For instance, the derivative of a sum is the sum of the derivatives, and a constant can be commuted with the derivative operator.

It follows from [13] and [14] that \( \Phi_\lambda = \frac{x^\lambda_+^n}{\Gamma(\lambda)} \in \mathcal{D}'(R^+) \) is an entire function of \( \lambda \) on the complex plane, and

\[
\left. \frac{x^\lambda_+^n}{\Gamma(\lambda)} \right|_{\lambda=-n} = \delta^{(n)}(x), \quad \text{for } n = 0, 1, 2, \ldots . \tag{3}
\]

For the functional \( \Phi_\lambda = \frac{x^\lambda_+^n}{\Gamma(\lambda)} \), the derivative formula is simpler than that for \( x^\lambda_+^n \). In fact,

\[
\frac{d}{dx} \Phi_\lambda = \frac{d}{dx} \frac{x^\lambda_+^n}{\Gamma(\lambda)} = \frac{(\lambda-1)x^\lambda_+^{n-2}}{\Gamma(\lambda-1)} = \frac{x^\lambda_+^{n-2}}{\Gamma(\lambda-1)} = \Phi_{\lambda-1}. \tag{4}
\]

The convolution of certain pairs of distributions is usually defined as follows, see Gel’fand and Shilov [13] for example.

**Definition 2.1** Let \( f \) and \( g \) be distributions in \( \mathcal{D}'(R) \) satisfying either of the following conditions:
which indicates there is no difference between the Riemann-Liouville derivative and the Caputo derivative. Then the convolution
\[(f * g)(x) = \int_{-\infty}^{\infty} f(t)g(x-t)dt = \int_{-\infty}^{\infty} f(x-t)g(t)dt\]
for \(\phi \in \mathcal{D}(R)\).

The classical definition of the convolution is as follows:

**Definition 2.2** If \(f\) and \(g\) are locally integral functions, then the convolution \(f * g\) is defined by
\[(f * g)(x) = \int_{-\infty}^{\infty} f(t)g(x-t)dt = \int_{-\infty}^{\infty} f(x-t)g(t)dt\]
for all \(x\) for which the integrals exist.

Note that if \(f\) and \(g\) are locally integrable functions satisfying either of the conditions in (a) or (b) in Definition 2.1, then Definition 2.1 is in agreement with Definition 2.2. It also follows that if the convolution \(f * g\) exists by Definition 2.1 or 2.2, then the following equations hold:
\[
\begin{align*}
(f * g) & = g * f \\
(f * g)' & = f * g' = f' * g
\end{align*}
\]
where all the derivatives above are in the distributional sense.

Let \(\lambda\) and \(\mu\) be arbitrary complex numbers. Then it is easy to show
\[
\Phi_\lambda \ast \Phi_\mu = \Phi_{\lambda + \mu}
\]
by equation (4), without any help of analytic continuation mentioned in all current books.

Let \(\lambda\) be an arbitrary complex number and \(g(x)\) be the distribution concentrated on \(x \geq 0\). We define the primitive of order \(\lambda\) of \(g\) as convolution in the distributional sense
\[
g_\lambda(x) = g(x) * \frac{x^{\lambda-1}}{\Gamma(\lambda)} = g(x) * \Phi_\lambda.
\]
Note that the convolution on the right-hand side is well defined since supports of \(g\) and \(\Phi_\lambda\) are bounded on the same side.

Thus equation (8) with various \(\lambda\) will not only give the fractional derivatives, but also the fractional integrals of \(g(x) \in \mathcal{D}'(R^+)\) when \(\lambda \not\in \mathbb{Z}\), and it reduces to integer-order derivatives or integrals when \(\lambda \in \mathbb{Z}\). We shall define the convolution
\[
g_{-\lambda} = g(x) * \Phi_{-\lambda}
\]
as the fractional derivative of the distribution \(g(x)\) with order \(\lambda\), writing it as
\[
g_{-\lambda} = \frac{d^\lambda}{dx^\lambda} g
\]
for \(\text{Re}\lambda \geq 0\). Similarly, \(\frac{d^\lambda}{dx^\lambda} g\) is interpreted as the fractional integral if \(\text{Re}\lambda < 0\).

For a given function, its classical Riemann-Liouville derivative or Caputo derivative ([15], [16] and [10]) may not exist in general ([17], [18] and [19]). Even if they do, the Riemann-Liouville derivative and the Caputo derivative are not necessarily the same. However, if \(g(x)\) is a distribution in \(\mathcal{D}'(R^+)\), then the case is different. Let \(m - 1 < \text{Re}\lambda < m \in \mathbb{Z}^+\). From equation (6), we derive that
\[
g_{-\lambda}(x) = g(x) * \frac{x^{\lambda-1}}{\Gamma(-\lambda)} = g(x) * \frac{d^m x^{m-\lambda-1}}{dx^m \Gamma(m - \lambda)} = \frac{d^m}{dx^m} \left( g(x) * \frac{x^{m-\lambda-1}}{\Gamma(m - \lambda)} \right) = \frac{x^{m-\lambda-1}}{\Gamma(m - \lambda)} * g^{(m)}(x),
\]
which indicates there is no difference between the Riemann-Liouville derivative and the Caputo derivative of the distribution \(g(x)\) (both exist clearly). Based on this fact, we only call the fractional derivative of distribution for brevity.
3 The Abel’s Integral Equations

Theorem 3.1 Let \( g(x) \) be given in \( \mathcal{D}'(R^+) \) and \( f(x) \) be unknown in \( \mathcal{D}'(R^+) \). Then the generalized Abel’s integral equation given by

\[
g(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha} d\zeta
\]

has the solution

\[
f(x) = g(x) * \Phi_{\alpha-1}
\]

where \( \alpha \) is any real number. In particular, if \( -m < \alpha < -m + 1 \) for \( m \in Z^+ \) then

\[
f(x) = g^{(m+1)}(x) \frac{x_+^{\alpha+m-1}}{\Gamma(\alpha+m)}
\]

Proof. In the classical theory, we assume that \( \alpha < 1 \) to ensure that the integral converges. We, however, need not make this assumption here, since the right-hand side can be understood as the following convolution in the distributional sense

\[
g(x) = f(x) * \Phi_{1-\alpha}.
\]

This implies that

\[
g(x) * \Phi_{\alpha-1} = f(x) * (\Phi_{1-\alpha} * \Phi_{\alpha-1}) = f(x) * \delta(x) = f(x)
\]

by equations (3) and (7). Assuming \( -m < \alpha < -m + 1 \) for \( m \in Z^+ \), we have

\[
\Phi_{\alpha-1} = \frac{d^{m+1}}{dx^{m+1}} \frac{x_+^{\alpha+m-1}}{\Gamma(\alpha+m)}
\]

where \( \frac{x_+^{\alpha+m-1}}{\Gamma(\alpha+m)} \) is an ordinary function. Therefore,

\[
f(x) = \frac{d^{m+1}}{dx^{m+1}} (g(x) * \frac{x_+^{\alpha+m-1}}{\Gamma(\alpha+m)}) = g^{(m+1)}(x) \frac{x_+^{\alpha+m-1}}{\Gamma(\alpha+m)}
\]

in the distributional sense. In particular, for \( m = 0 \) (i.e., \( 0 < \alpha < 1 \)) we have for a differentiable \( g(x) \) that

\[
f(x) = g'(x) * \Phi_{\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^x \frac{g'(\zeta)}{(x-\zeta)^{1-\alpha}} d\zeta
\]

which is the classical Abel’s integral equation. This completes the proof of theorem.

Theorem 3.2 The generalized Abel’s integral equation

\[
g(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha} d\zeta, \quad \alpha \in R
\]

where

\[
g(x) = \begin{cases} e^x & \text{if } x > 0, \\ 0 & \text{if } x < 0 \end{cases}
\]

has the solution

\[
f(x) = \begin{cases} g(x) & \text{if } \alpha = 1, \\ \delta^{(-\alpha)}(x) + \delta^{(-\alpha+1)}(x) + \cdots + \delta(x) + g(x) & \text{if } \alpha = 0, -1, -2, \ldots, \\ \frac{x_+^{\alpha-1} E_{1,\alpha}(x_+)}{\Gamma(\alpha)} + \cdots + \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha+m-1)} + x_+^{\alpha+m-1} E_{1,\alpha+m}(x_+) & \text{if } \alpha < 1 \text{ but } \alpha \neq 0, -1, -2, \ldots \end{cases}
\]
where \( m \) is a positive integer satisfying \( 1 < \alpha + m < 2 \) and
\[
E_{\alpha, \beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}
\]
is a two-parameter function of the Mittag-Leffler type.

It follows from the Mittag-Leffler function that
\[
E_{1,1}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k+1)} = \sum_{k=0}^{\infty} \frac{z^k}{k!} = e^z,
\]
\[
E_{1,2}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k+2)} = \frac{1}{z} \sum_{k=0}^{\infty} \frac{z^{k+1}}{(k+1)!} = \frac{e^z - 1}{z},
\]
\[
E_{2,1}(z^2) = \sum_{k=0}^{\infty} \frac{z^{2k}}{\Gamma(2k+1)} = \sum_{k=0}^{\infty} \frac{z^{2k}}{(2k)!} = \cosh(z).
\]

**Proof.** By Theorem 3.1
\[
f(x) = g(x) * \Phi_{\alpha-1}.
\]
We first assume that \( \alpha = 1, 0, -1, -2, \cdots \), then
\[
f(x) = g(x) * \Phi_{\alpha-1} = g(x) * \delta^{(1-\alpha)}(x) = g^{(1-\alpha)}(x)
\]
in the distributional sense by equation (3).

Consider,
\[
\left( \frac{d}{dx} g(x), \phi(x) \right) = -(g(x), \phi'(x)) = - \int_0^\infty e^x \phi'(x) dx
\]
\[= - \int_0^\infty e^x d\phi(x) = \phi(0) + \int_0^\infty g(x) \phi(x) dx,
\]
which claims
\[
\frac{d}{dx} g(x) = \delta(x) + g(x).
\]

Thus,
\[
\frac{d^m}{dx^m} g(x) = \delta^{(m-1)}(x) + \cdots + \delta(x) + g(x).
\]
for \( m \in \mathbb{Z}^+ \). This implies
\[
g^{(1-\alpha)}(x) = \delta^{(-\alpha)}(x) + \cdots + \delta(x) + g(x)
\]
for \( \alpha = 0, -1, -2, \cdots \).

Let \( \lambda = \alpha - 1 > 0 \). Obviously,
\[
f(x) = g(x) * \frac{x^{\lambda-1}}{\Gamma(\lambda)} = \frac{1}{\Gamma(\lambda)} \int_0^x e^x (x - \zeta)^{\lambda-1} d\zeta
\]
\[= \frac{1}{\Gamma(\lambda)} \sum_{k=0}^{\infty} \frac{1}{k!} \int_0^x \zeta^k (x - \zeta)^{\lambda-1} d\zeta = \sum_{k=0}^{\infty} \frac{x^{k+\lambda}}{\Gamma(\lambda + k + 1)}
\]
using the following identity
\[
\int_0^x \zeta^k (x - \zeta)^{\lambda-1} d\zeta = \frac{\Gamma(k+1) \Gamma(\lambda)}{\Gamma(\lambda + k + 1)} x^{\lambda+k}.
\]
This infers that
\[
f(x) = \sum_{k=0}^{\infty} \frac{x^{k+\lambda}}{\Gamma(\lambda + k + 1)} = x_+^\lambda \sum_{k=0}^{\infty} \frac{x_+^k}{\Gamma(\lambda + k + 1)} = x_+^\lambda E_{1,\lambda+1}(x_+) = x_+^{\alpha-1} E_{1,\alpha}(x_+).
\]
Finally, we assume that $\lambda = \alpha - 1 < 0$ and $\alpha \neq 0, -1, -2, \cdots$,

$$f(x) = g(x) * \Phi_{\alpha - 1} = \frac{d^{1-\alpha} g(x)}{dx^{1-\alpha}} = g(x) * \frac{x^{\alpha-2}}{\Gamma(\alpha - 1)}$$

$$= g(x) * \frac{d^m x_+^{\alpha+m-2}}{dx^m} \frac{\Gamma(\alpha - 1)}{\Gamma(\alpha + m - 1)} = \frac{d^m g(x)}{dx^m} \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}$$

where $1 < \alpha + m < 2$. Therefore, we come to

$$f(x) = (\delta^{(m-1)}(x) + \cdots + \delta(x)) * \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)} + g(x) * \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}$$

$$= \frac{x_+^{\alpha-1}}{\Gamma(\alpha)} + \cdots + \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)} + g(x) * \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}.$$

Evidently,

$$g(x) * \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)} = \frac{1}{\Gamma(\alpha + m - 1)} \int_0^x e^t(x-t)^{\alpha+m-2} dt$$

$$= \frac{1}{\Gamma(\alpha + m - 1)} \sum_{k=0}^{\infty} \frac{1}{k!} \int_0^x t^k(x-t)^{\alpha+m-2} dt$$

$$= \sum_{k=0}^{\infty} \frac{x_+^{\alpha+m+k-1}}{\Gamma(\alpha + m + k)} = x_+^{\alpha+m-1} E_{1,\alpha+m}(x_+).$$

Therefore,

$$f(x) = \frac{x_+^{\alpha-1}}{\Gamma(\alpha)} + \cdots + \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)} + x_+^{\alpha+m-1} E_{1,\alpha+m}(x_+) = I_1 + I_2$$

where

$$I_1 = \frac{x_+^{\alpha-1}}{\Gamma(\alpha)} + \cdots + \frac{x_+^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}$$

is a distribution and

$$I_2 = x_+^{\alpha+m-1} E_{1,\alpha+m}(x_+)$$

is an ordinary function. This completes the proof of theorem.

In particular, we get for $\alpha = 1/2$ (thus $m = 1$)

$$f(x) = \frac{x_+^{-\frac{1}{2}}}{\sqrt{\pi}} + x_+^{\frac{1}{2}} E_{1,3/2}(x_+).$$

Remark 1. Solutions of many applied problems lead to integral equations, which at the first sight have nothing in common with the Abel’s integral equation, and due to this impression additional efforts are undertaken for the development of analytical or numerical procedure for solving these equations. However, their transformations to the form of the Abel’s integral equations may often be convenient for rapidly obtaining the solutions. Podlubny provided several typical examples of equations in the classical sense, which can be reduced to the Abel’s integral equation in [20] and many types of such equations along with solution formulas can be found in [21] and [22].

Theorem 3.3 The following integral equation with non-moving integration limits

$$\int_0^\infty \frac{\phi(\sqrt{s^2 + y^2})}{s^2 + y^2} \, ds = \frac{f(y)}{y} \tag{9}$$

has the solution

$$\phi\left(\frac{1}{\sqrt{t}}\right) = \frac{2\sqrt{t}}{\sqrt{\pi}} \frac{d}{dt} \left( \frac{1}{\sqrt{t}} \right) * \int_0^\infty \frac{I_+^{-\frac{3}{2}}}{\Gamma(\frac{3}{2})}$$
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where \( f(y) \) is given in \( D'(R^+) \).

**Proof.** Denoting
\[
\frac{\phi(r)}{r^2} = F(r^2),
\]
we can rewrite equation (9) as
\[
\int_0^\infty F(s^2 + y^2) ds = \frac{f(y)}{y}.
\]
Substitution of variables \( x = y^2, \zeta = s^2 \) gives
\[
\int_0^\infty \zeta^{-1/2} F(x + \zeta) d\zeta = \frac{2f(\sqrt{x})}{\sqrt{x}}.
\]
Then the further substitution \( \tau = 1/(x + \zeta) \) leads to
\[
\int_1^{1/x} \left( \frac{1}{\tau} - x \right)^{-1/2} F \left( \frac{1}{\tau} \right) \frac{1}{\tau^2} \, d\tau = \frac{2f(\sqrt{x})}{\sqrt{x}},
\]
making
\[
t = \frac{1}{x}, \quad \psi(\tau) = \tau^{-3/2} F \left( \frac{1}{\tau} \right)
\]
we come to
\[
\frac{1}{\Gamma \left( \frac{1}{2} \right)} \int_0^t (t - \tau)^{-1/2} \psi(\tau) \, d\tau = \frac{1}{\sqrt{\pi}} \int_0^t \psi(\tau) \left( \frac{1}{\tau} \right) \, d\tau = \frac{2}{\sqrt{\pi}} f \left( \frac{1}{\sqrt{t}} \right)
\]
which is the Abel’s integral equation with \( \alpha = 1/2 \). Hence
\[
\psi(t) = \frac{2}{\sqrt{\pi}} \frac{d}{dt} f \left( \frac{1}{\sqrt{t}} \right),
\]
and performing backward substitution we obtain the solution of equation (9) in terms of fractional derivative of one half
\[
\phi \left( \frac{1}{\sqrt{t}} \right) = \frac{2\sqrt{t}}{\sqrt{\pi}} \frac{d}{dt} \left( \frac{1}{\sqrt{t}} \right) = \frac{2\sqrt{t}}{\sqrt{\pi}} \left( \frac{d}{dt} f \left( \frac{1}{\sqrt{t}} \right) * t^{\frac{1}{2}} \frac{1}{\Gamma \left( \frac{1}{2} \right)} \right)
\]
where all the derivatives above are the fractional derivatives in the distributional sense. This completes the proof of theorem.

**Remark 2.** We would like to add that \( \frac{d}{dt} f \left( \frac{1}{\sqrt{t}} \right) \) may exist distributionally but not classically, since the fractional derivatives of distributions are more general. Here is a simple example to illustrate this. Assume that \( f(t) = t^{\frac{3}{2}} \). Then \( \frac{d}{dt} f \left( \frac{1}{\sqrt{t}} \right) \) exists in the distributional sense but not classically.

**Theorem 3.4** The following integral equation with a moving integration limit
\[
\int_0^y \frac{1}{(y^2 - x^2)^\beta} \phi(x) \, dx = f(y)
\]
has the solution
\[
\phi(\sqrt{t}) = \frac{2\sqrt{t}}{\Gamma(1 - \beta)} \left( f(\sqrt{t}) * \frac{t^{\frac{\beta - 2}{2}}}{\Gamma(\beta - 1)} \right)
\]
where \( f(y) \) is given in \( D'(R^+) \).

**Proof.** Making the substitutions
\[
\tau = x^2, \quad t = y^2,
\]
and writing
\[ \psi(\tau) = \frac{\phi(\sqrt{\tau})}{\sqrt{\tau}}, \]
we come to the Abel’s integral equation:
\[ \int_0^t \frac{1}{(t-\tau)^\beta} \psi(\tau) d\tau = 2f(\sqrt{t}), \]
with the solution
\[ \psi(t) = \frac{2}{\Gamma(1-\beta)} \frac{d^{1-\beta}}{dt^{1-\beta}} f(\sqrt{t}), \]
and the solution of equation is given by the formula
\[ \phi(\sqrt{t}) = \frac{2\sqrt{t}}{\Gamma(1-\beta)} \frac{d^{1-\beta}}{dt^{1-\beta}} f(\sqrt{t}) = \frac{2\sqrt{t}}{\Gamma(1-\beta)} \left( f(\sqrt{t}) * \frac{t^{\beta-2}}{\Gamma(\beta-1)} \right) \]
where \( \beta \) is arbitrary and the derivative is in distributional sense. This completes the proof of theorem.

Remark 3. This integral equation appears in numerous applied problems and was investigated in [20] in the classical sense.

**Theorem 3.5** The following Abel’s integral equation
\[ (1-x)^{-\beta} \delta^{(k)}(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha} d\zeta, \quad \alpha \in \mathbb{R} \]
has the solution
\[ f(x) = \sum_{r=0}^k (-1)^r \binom{k}{r} \frac{\Gamma(\beta + r)}{\Gamma(\beta)} \Phi_{\alpha-1-k+r}. \]

**Proof.** It follows that for \( k = 1, 2, \cdots \)
\[ (1-x)^{-\beta} \delta^{(k)}(x) = \sum_{r=0}^k (-1)^r \binom{k}{r} \frac{\Gamma(\beta + r)}{\Gamma(\beta)} \delta^{(k-r)}(x) \]
based on the identity
\[ \phi(x) \delta^{(k)}(x) = \sum_{r=0}^k (-1)^r \binom{k}{r} \phi^{(r)}(0) \delta^{(k-r)}(x) \]
if \( \phi(x) \) is an infinitely differentiable function at \( x = 0 \). Therefore,
\[ f(x) = (1-x)^{-\beta} \delta^{(k)}(x) * \Phi_{\alpha-1} = \sum_{r=0}^k (-1)^r \binom{k}{r} \frac{\Gamma(\beta + r)}{\Gamma(\beta)} \Phi_{\alpha-1-k+r}. \]
This completes the proof of theorem.

Note that if \( g \) is the distribution that has support at a single point \( x_0 \), then \( g \) is in fact a finite linear combination of the \( \delta \) function and its derivatives at \( x_0 \). That is, there exist a nonnegative integer \( k \) and constants \( c_i \) for \( i = 0, 1, 2, \cdots, k \) such that
\[ g(x) = \sum_{i=0}^k c_i \delta^{(i)}(x-x_0). \]
Therefore, the Abel’s integral equation
\[ g(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha} d\zeta, \quad \alpha \in \mathbb{R} \]
has the solution
\[ f(x) = g(x) * \Phi_{\alpha-1} = \sum_{i=0}^{k} c_i \Phi_{\alpha-1-i}(x - x_0). \]

Clearly, the distribution \((1 - x)^{-\beta} \delta^{(k)}(x)\) in Theorem 3.5 is a finite linear combination of the \(\delta\) function and its derivatives at the origin.

**Theorem 3.6** Let \(\beta\) be any real number except all negative integers. Then the Abel’s integral equation
\[ x_+^\beta = \frac{1}{\Gamma(1 - \alpha)} \int_0^x \frac{f(\zeta)}{(x - \zeta)^\alpha} d\zeta, \quad \alpha \in R \]
has the solution
\[ f(x) = \Gamma(\beta + 1) \Phi_{\alpha+\beta}(x). \]

**Proof.** It follows from the following identity
\[ x_+^\beta = \Gamma(\beta + 1) \Phi_{\beta+1}(x). \]
This completes the proof of theorem.

We would like to point out that the distribution \(x_+^\beta\) is undefined for a negative integer \(\beta\).

**Remark 4.** The hyper-geometric function, written \(F(\alpha, \beta, \gamma; x)\), is defined for \(\text{Re} \ \gamma > \text{Re} \ \beta > 0\) for \(|x| < 1\) by the integral
\[ F(\alpha, \beta, \gamma; x) = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \int_0^1 t^{\beta-1}(1 - t)^{\gamma-\beta-1}(1 - tx)^{-\alpha} dt. \]
For the remaining values of \(\beta, \gamma \ (\gamma \neq 0, -1, -2, \cdots)\) and \(|x| < 1\) it is defined by analytic continuation. It was proved in [13] that
\[ F(\alpha, -k, \gamma; x) = \sum_{r=0}^{k} (-1)^r \binom{k}{r} \frac{\Gamma(\alpha + r)}{\Gamma(\alpha)} \frac{\Gamma(\gamma)}{\Gamma(\gamma + r)} x_+^r. \]
Hence, we can easily find the solution for the following Abel’s integral equation by Theorem 3.6
\[ F(\alpha, -k, \gamma; x) = \frac{1}{\Gamma(1 - \alpha)} \int_0^x \frac{f(\zeta)}{(x - \zeta)^\alpha} d\zeta, \quad \alpha \in R. \]

**Theorem 3.7** Let \(\alpha\) be any real number and \(\alpha \neq 1, 2, \cdots\) and let \(g(x)\) be given in \(\mathcal{D}'(R^+)\). Then the Abel’s integral equation (variant)
\[ g(x) = \int_0^x \frac{f(\zeta)}{(x - \zeta)^\alpha} d\zeta \]
has the solution
\[ f(x) = \frac{1}{\Gamma(1 - \alpha)\Gamma(\alpha - 1)} g(x) * x_+^{\alpha-2} = \frac{1}{\Gamma(1 - \alpha)\Gamma(\alpha)} g'(x) * x_+^{\alpha-1} \]
where \(g'(x)\) is in the distributional sense. In particular, we have the classical solution of the Abel’s integral equation for \(0 < \alpha < 1\),
\[ f(x) = \frac{\sin \alpha \pi}{\pi} \int_0^x \frac{g'(\zeta)}{(x - \zeta)^{1-\alpha}} d\zeta \]
where \(g'(x)\) (the derivative is in the classical sense) is a continuous function on \([0, \infty)\).

**Proof.** Evidently, Abel’s integral equation
\[ g(x) = \int_0^x \frac{f(\zeta)}{(x - \zeta)^\alpha} d\zeta \]
turns to be for \( \alpha \neq 1, 2, \cdots \)

\[
\frac{1}{\Gamma(1-\alpha)} g(x) = f(x) \ast \Phi_{1-\alpha}
\]

which infers by equation (6)

\[
f(x) = \frac{1}{\Gamma(1-\alpha)} g(x) \ast \Phi_{\alpha-1} = \frac{1}{\Gamma(1-\alpha)\Gamma(\alpha-1)} g(x) \ast x_+^{\alpha-2}
\]

\[
= \frac{1}{\Gamma(1-\alpha)} g(x) \ast \frac{d}{dx} x_+^{\alpha-1} = \frac{1}{\Gamma(1-\alpha)\Gamma(\alpha)} g'(x) \ast x_+^{\alpha-1}.
\]

Using

\[
\Gamma(1-\alpha)\Gamma(\alpha) = \frac{\pi}{\sin \alpha \pi}
\]

for \( 0 < \alpha < 1 \), we come to

\[
f(x) = \frac{\sin \alpha \pi}{\pi} \int_0^x \frac{g'(\zeta)}{(x-\zeta)^{1-\alpha}} d\zeta
\]

if \( g'(x) \) is a continuous function in the classical sense. This completes the proof of theorem.

Clearly, Abel’s integral equation in distribution is an extension of ones in the classical sense. Here are examples to illustrate this.

**Example 3.1** Let us consider the Abel’s integral equation

\[
g(x) = \int_0^x \frac{f(\zeta)}{(x-\zeta)^{\alpha}} d\zeta, \quad 0 < \alpha < 1
\]

where \( g(x) \in \mathcal{D}'(R^+) \) is given by

\[
g(x) = \begin{cases} 
1 & \text{if } x \text{ is irrational and positive,} \\
0 & \text{otherwise.}
\end{cases}
\]

Then the ordinary derivative of \( g(x) \) does not exist, and therefore this equation has no solution in the classical sense. However, the distributional derivative of \( g(x) \) does exist and \( g'(x) = \delta(x) \) based on the following

\[
(g'(x), \phi(x)) = -(g(x), \phi'(x)) = -\int_0^\infty \phi'(x)dx = \phi(0) = (\delta(x), \phi(x))
\]

as the measure of rational numbers is zero. Hence, the distributional solution is

\[
f(x) = \frac{\sin \alpha \pi}{\pi} \delta(x) \ast x_+^{\alpha-1} = \frac{\sin \alpha \pi}{\pi} x_+^{\alpha-1}.
\]

**Example 3.2** Let us consider the Abel’s integral equation

\[
g(x) = \int_0^x \frac{f(\zeta)}{(x-\zeta)^{\alpha}} d\zeta, \quad 0 < \alpha < 1
\]

where \( g(x) \in \mathcal{D}'(R^+) \) is given by

\[
g(x) = \begin{cases} 
x & \text{if } 0 < x < 1, \\
0 & \text{otherwise.}
\end{cases}
\]

Then the ordinary derivative of \( g(x) \) does not exist, and therefore this equation has no solution in the classical sense. However, we are able to find the distributional derivative of \( g(x) \). Indeed,

\[
(g'(x), \phi(x)) = -(g(x), \phi'(x)) = -\int_0^1 x\phi'(x)dx
\]

\[
= -\phi(1) + \int_0^1 \phi(x)dx
\]

\[
= -\phi(1) + \int_{-\infty}^\infty (\theta(x) - \theta(x-1))\phi(x)dx
\]

\[
= (-\delta(x-1), \phi(x)) + \int_{-\infty}^\infty (\theta(x) - \theta(x-1))\phi(x)dx
\]
which implies that
\[ g'(x) = -\delta(x - 1) + \theta(x) - \theta(x - 1). \]

Therefore,
\[
f(x) = \frac{\sin \alpha \pi}{\pi} (-\delta(x - 1) + \theta(x) - \theta(x - 1)) \ast x^{\alpha - 1}_+ \\
= -\frac{\sin \alpha \pi}{\pi} (x - 1)^{\alpha - 1}_+ + \frac{1}{\Gamma(1 - \alpha) \Gamma(\alpha + 1)} (x^{\alpha}_+ - (x - 1)^{\alpha}_+) \\
= -\frac{\sin \alpha \pi}{\pi} (x - 1)^{\alpha - 1}_+ + \frac{\sin \alpha \pi}{\alpha \pi} (x^{\alpha}_+ - (x - 1)^{\alpha}_+).
\]

**Theorem 3.8** Let \( \phi(x) \) be an infinitely differentiable function on \([0, \infty)\) satisfying
\[
\phi(x) = \sum_{k=0}^{\infty} \frac{\phi^{(k)}(0)}{k!} x^k.
\]

Then the following Abel’s integral equation
\[
\theta(x) \phi(x) = \frac{1}{\Gamma(1 - \alpha)} \int_{0}^{x} \frac{f(\zeta)}{(x - \zeta)^{\alpha}} d\zeta, \quad \alpha \in R
\]

has the solution
\[
f(x) = \begin{cases}
\theta(x) \phi(x) \\
\phi(0) \delta^{(-\alpha)}(x) + \phi'(0) \delta^{(-\alpha+1)}(x) + \cdots + \phi^{(-\alpha)}(0) \delta(x) + \theta(x) \phi^{(1-\alpha)}(x) & \text{if } \alpha = 1,
\sum_{k=0}^{\infty} \phi^{(k)}(0) x^{k+\alpha-1}_+ & \text{if } \alpha > 1,
\end{cases}
\]

where \( 1 < \alpha + m < 2 \) and \( m \in \mathbb{Z}^+ \).

**Proof.** We note that for \( m \in \mathbb{Z}^+ \),
\[
\frac{d^m}{dx^m} \theta(x) \phi(x) = \phi(0) \delta^{(m-1)}(x) + \cdots + \phi^{(m-1)}(0) \delta(x) + \theta(x) \phi^{(m)}(x).
\]

Indeed, we have for \( m = 1 \) that
\[
\left( \frac{d}{dx} (\theta(x) \phi(x)), \psi(x) \right) = -\int_{0}^{\infty} \phi(x) \psi'(x) dx = -\phi(x) \psi(x) \bigg|_{0}^{\infty} + \int_{0}^{\infty} \phi'(x) \psi(x) dx
\]
\[
= \phi(0) \delta(x), \psi(x) + \int_{0}^{\infty} \phi'(x) \psi(x) dx = \phi(0) \delta(x), \psi(x) + \theta(x) \phi'(x), \psi(x)
\]

using integration by parts. This indicates
\[
\frac{d}{dx} (\theta(x) \phi(x)) = \phi(0) \delta(x) + \theta(x) \phi'(x).
\]

The result follows inductively and the rest is similar to Theorem 3.2. This completes the proof of theorem.

**Example 3.3** The following Abel’s integral equation
\[
\theta(x) \frac{x}{x^2 + b^2} = \int_{0}^{x} \frac{f(\zeta)}{(x - \zeta)^2} d\zeta, \quad b > 0 \quad \text{and} \quad x < b
\]

has the solution
\[
f(x) = \sum_{k=0}^{\infty} \frac{(-1)^k 4^{2k+1} [(2k + 1)!]^2 x^{2k+1/2}}{b^{2k+2} (4k + 2)!}.
\]
Proof. Let
\[ \phi(x) = \frac{x}{x^2 + b^2}. \]
Then \( \phi(0) = 0 \). By Theorem 3.8, we come to
\[ f(x) = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{\phi^{(k+1)}(0)x^{k+1/2}}{\Gamma(1/2 + 1 + k)} = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{\phi^{(k+1)}(0)x^{k+1/2}}{\Gamma(1/2 + 1 + k)}, \]
since \( m = 1 \) and \( \alpha = 1/2 \).
It follows from [23] that
\[ \frac{d^{k+1}}{dx^{k+1}} \left( \frac{x}{x^2 + b^2} \right) = \frac{(-1)^k(2k + 1)!}{(x^2 + b^2)^{k+2}} \sum_{0 \leq 2i \leq k+2} (-1)^i \binom{k + 2}{2i} b^{2i} x^{k+2-2i}, \]
which implies that
\[ \left. \frac{d^{2k+1}}{dx^{2k+1}} \left( \frac{x}{x^2 + b^2} \right) \right|_{x=0} = \frac{(-1)^k(2k + 1)!}{b^{2k+2}}, \quad \text{and} \quad \left. \frac{d^{2k}}{dx^{2k}} \left( \frac{x}{x^2 + b^2} \right) \right|_{x=0} = 0. \]
Using the formula
\[ \Gamma(k + 1/2) = \sqrt{\pi}(2k)! \sqrt{2k+1}, \]
we have
\[ f(x) = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{\phi^{(k+1)}(0)x^{k+1/2}}{\Gamma(1/2 + 1 + k)} \]
\[ = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k(2k + 1)!}{b^{2k+2} \Gamma(1/2 + 2k + 1)} x^{2k+1/2} \frac{2k+1}{2k+2} \]
\[ = \sum_{k=0}^{\infty} \frac{(-1)^k 4^{2k+1} [(2k + 1)!]^2 x^{2k+1/2}}{b^{2k+2} (4k + 2)!} . \]
This completes the proof of example.
There is a simpler approach to finding \( \phi^{(k+1)}(0) \). Indeed,
\[ \phi(x) = \frac{x}{x^2 + b^2} = \frac{x}{b^2 \left( 1 + \left( \frac{x}{b} \right)^2 \right)} \]
\[ = \frac{x}{b^2} \sum_{k=0}^{\infty} (-1)^k \left( \frac{x}{b} \right)^{2k} = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k+1}}{b^{2k+2}}, \]
which also infers that
\[ \phi^{(2k+1)}(0) = \frac{(-1)^k(2k + 1)!}{b^{2k+2}} \quad \text{and} \quad \phi^{(2k)}(0) = 0. \]
Similarly, the following Abel’s integral equation which is undefined in the classical sense
\[ \theta(x) \frac{x}{x^2 + b^2} = \int_{0}^{x} \frac{f(\zeta)}{(x - \zeta)^{3/2}} d\zeta, \quad b > 0 \quad \text{and} \quad x < b \]
Let Theorem 3.9

\[ f(x) = \Gamma(-1/2) \sum_{k=0}^{\infty} \frac{\phi^{(k)}(0)x^{k+1/2}}{\Gamma(k+3/2)} = -2\sqrt{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k(2k+1)!x^{2k+3/2}}{b^{2k+2} \Gamma(2k+1+3/2)} \]

\[ = \sum_{k=0}^{\infty} \frac{(-1)^k + 2^{k+5} (2k+1)! (2k+2)! x^{2k+3/2}}{b^{2k+2}(4k)!} \]

by using

\[ \Gamma(-1/2) = -2\sqrt{\pi}, \quad \text{and} \quad \Gamma(2k+1+3/2) = \frac{\sqrt{\pi}(4k+4)!}{2^{2k+4}(2k+2)!} \]

Furthermore, we can solve the following Abel’s integral equations

\[ \theta(x) \arcsin x = \int_{0}^{x} \frac{f(\zeta)}{(x-\zeta)^{2}} d\zeta, \quad 0 < x < 1 \quad \text{or} \]

\[ \theta(x) \arcsin x = \int_{0}^{x} \frac{f(\zeta)}{(x-\zeta)^{2}} d\zeta, \quad 0 < x < 1 \]

by using the Taylor’s series

\[ \arcsin x = \sum_{n=0}^{\infty} \frac{(2n)!}{4^n (n!)^2 (2n+1)^{2n+1}} x^{2n+1}, \quad \text{for} \quad 0 < x < 1. \]

based on the above example.

**Theorem 3.9** Let \( \phi(x) \in C^m[0, \infty) \). Then the following Abel’s integral equation

\[ \theta(x) \phi(x) = \frac{1}{\Gamma(1-\alpha)} \int_{0}^{x} \frac{f(\zeta)}{(x-\zeta)^{\alpha}} d\zeta, \quad \alpha \in R \]

has the solution

\[ f(x) = \begin{cases} 
\frac{d^{1-\alpha}}{dx^{1-\alpha}}(\theta(x) \phi(x)) & \text{if } \alpha = 1, 0, -1, -2, \cdots, \\
\frac{1}{\Gamma(\alpha-1)} \int_{0}^{x} \phi(\zeta)(x-\zeta)^{\alpha-2} d\zeta & \text{if } \alpha > 1, \\
\frac{1}{\Gamma(m+\alpha-1)} \int_{0}^{x} \phi^{(m)}(t)(x-t)^{m+\alpha-2} dt & \text{if } \alpha < 1 \text{ but } \alpha \neq 0, -1, -2, \cdots 
\end{cases} \]

where \( m \) is a positive integer satisfying \( 1 < \alpha + m < 2 \), and

\[ F(x) = \phi(0)x^{\alpha-1} \frac{\Gamma(\alpha)}{\Gamma(\alpha)} + \cdots + \phi^{(m-1)}(0)x^{m+\alpha-2} \frac{\Gamma(m+\alpha-1)}{\Gamma(m+\alpha-1)} \\
+ \frac{1}{\Gamma(m+\alpha-1)} \int_{0}^{x} \phi^{(m)}(t)(x-t)^{m+\alpha-2} dt. \]

**Proof.** For \( \alpha = 1, 0, -1, \cdots \), we have

\[ \theta(x) \phi(x) = \frac{1}{\Gamma(1-\alpha)} \int_{0}^{x} \frac{f(\zeta)}{(x-\zeta)^{\alpha}} d\zeta = f * \Phi_{1-\alpha} \]

which implies that

\[ f = (\theta(x) \phi(x)) * \Phi_{\alpha-1} = (\theta(x) \phi(x)) * \delta^{(1-\alpha)}(x) = \frac{d^{1-\alpha}}{dx^{1-\alpha}}(\theta(x) \phi(x)). \]
where \( \frac{d^{1-\alpha}}{dx^{1-\alpha}}(\theta(x)\phi(x)) \) is in the distributional sense. That is,

\[
\frac{d^{1-\alpha}}{dx^{1-\alpha}}(\theta(x)\phi(x)), \psi(x)) = (-1)^{1-\alpha}(\theta(x)\phi(x), \psi^{(1-\alpha)}(x))
\]

where \( \psi(x) \) is in \( \mathcal{D}(R) \).

For example, if we let \( \phi(x) = \sqrt{x} \in C[0, \infty) \) then

\[
\frac{d^{1-\alpha}}{dx^{1-\alpha}}(\theta(x)\sqrt{x}) = \frac{d^{1-\alpha}}{dx^{1-\alpha}}(x^{\frac{1}{2}}) = \Gamma(1/2 + 1) \frac{x^{\frac{1}{2}}}{\Gamma(1/2 + 1)} = \frac{\sqrt{\pi}}{2^{\alpha}}x^{\frac{1}{2}-\alpha}.
\]

Secondly, we assume that \( \alpha > 1 \) then

\[
f(x) = (\theta(x)\phi(x)) * \Phi_{\alpha-1} = \frac{1}{\Gamma(\alpha-1)} \int_0^x \phi(\zeta)(x-\zeta)^{\alpha-2}d\zeta.
\]

Finally, we suppose \( \alpha < 1 \) and \( \alpha \neq 0, -1, \cdots \). Let \( \rho(x) \) be the infinitely differentiable function given by

\[
\rho(x) = \begin{cases} 
    c \exp(-\frac{1}{1-x^2}) & \text{if } |x| < 1, \\
    0 & \text{if } |x| \geq 1
\end{cases}
\]

where \( c \) is the constant such that \( \int_{-1}^1 \rho(x)dx = 1 \). Obviously, the sequence (a particular form of the \( \delta \)-sequence used in [24])

\[
\delta_n(x) = n\rho(nx)
\]

is an infinitely differentiable sequence converging to \( \delta(x) \) in \( \mathcal{D}'(R) \) as \( n \to \infty \).

Let \( \phi_1(x) \in C^m(R) \) such that \( \phi_1(x) = \phi(x) \) for \( x \in [0, \infty) \). Then the convolution given by

\[
\psi_n(x) = \phi_1(x) * \delta_n(x) = \int_{-\infty}^{\infty} \phi_1(x-y)\delta_n(y)dy
\]

is an infinitely differentiable sequence and uniformly converges to \( \phi_1(x) \) as \( n \to \infty \) on every compact subset \( L \subset R \). Indeed, \( \phi_1(x) \) is uniformly continuous on \( L \) since it is continuous on \( L \) and \( L \) is compact. Therefore, for all \( \epsilon > 0 \) there exists \( \delta > 0 \), such that

\[
|\phi_1(x-y) - \phi_1(x)| < \epsilon
\]

for all \( x \in L \) and \( |y| < \delta \). Choosing \( n > 1/\delta \), we arrive at

\[
|\psi_n(x) - \phi_1(x)| \leq \int_{-\infty}^{\infty} |\phi_1(x-y) - \phi_1(x)|\delta_n(y)dy < \epsilon
\]

holds for all \( x \in L \). Similarly, we can prove that \( \psi_n^{(k)}(x) \) uniformly converges to \( \phi_1^{(k)}(x) \) on every compact subset of \( R \) for \( 0 \leq k \leq m \).

It follows by Theorem 3.8 that

\[
\frac{d^m}{dx^m}(\theta(x)\psi_n(x)) = \psi_n(0)\delta^{(m-1)}(x) + \cdots + \psi_n^{(m-1)}(0)\delta(x) + \theta(x)\psi_n^{(m)}(x)
\]

since \( \psi_n(x) \) is an infinitely differentiable sequence. Clearly,

\[
\lim_{n \to \infty} \int_{-\infty}^{\infty} \theta(x)\psi_n^{(m)}(x)\varphi(x)dx = \int_{-\infty}^{\infty} \phi^{(m)}(x)\varphi(x)dx
\]

for all \( \varphi(x) \in \mathcal{D}(R) \) and

\[
\lim_{n \to \infty} \psi_n(0) = \phi_1(0) = \phi(0),
\]

\[
\lim_{n \to \infty} \psi_n^{(m-1)}(0) = \phi_1^{(m-1)}(0) = \phi^{(m-1)}(0).
\]
Therefore,
\[
\frac{d^m}{dx^m}(\theta(x)\phi(x)) = \phi(0)\delta^{(m-1)}(x) + \cdots + \phi^{(m-1)}(0)\delta(x) + \theta(x)\phi^{(m)}(x).
\]
for all \( \phi(x) \in C^m[0, \infty) \), which infers that for \( 1 < \alpha + m < 2 \)
\[
f(x) = (\theta(x)\phi(x)) \ast \Phi_{\alpha-1} = (\theta(x)\phi(x)) \ast \frac{d^m}{dx^m} x_+^{\alpha-2} \frac{x^m}{\Gamma(\alpha + m - 1)}
\]
\[
= \frac{d^m}{dx^m}(\theta(x)\phi(x)) \ast \frac{x^m}{\Gamma^2(\alpha + m - 1)}
\]
\[
= (\phi(0)\delta^{(m-1)}(x) + \cdots + \phi^{(m-1)}(0)\delta(x) + \theta(x)\phi^{(m)}(x)) \ast \frac{x^m}{\Gamma(\alpha + m - 1)}
\]
\[
+ \frac{1}{\Gamma(m + \alpha - 1)} \int_0^x \phi^{(m)}(t)(x-t)^{m-\alpha+2}dt = F(x).
\]
This completes the proof of the theorem.

**Example 3.4** Consider the function given by
\[
\phi(x) = \begin{cases} 
  x & \text{if } 0 \leq x \leq 1, \\
  1 & \text{if } x > 1.
\end{cases}
\]
and \( \alpha = 0 \) in the integral equation
\[
\theta(x)\phi(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x \frac{f(\zeta)}{(x-\zeta)^\alpha}d\zeta, \quad \alpha \in \mathbb{R}.
\]
Then by Theorem 3.9 we derive that
\[
f(x) = \frac{d}{dx}(\theta(x)\phi(x)).
\]
A direct computation shows that
\[
\left( \frac{d}{dx}(\theta(x)\phi(x)), \psi(x) \right) = -(\theta(x)\phi(x), \psi'(x)) = -\int_0^\infty \phi(x)\psi'(x)dx
\]
\[
= -\int_0^1 x\psi'(x)dx - \int_1^\infty \psi'(x)dx = -\psi(1) + \int_1^\infty \psi(x)dx + \psi(1)
\]
\[
= \int_{-\infty}^\infty (\theta(x) - \theta(x-1))\psi(x)dx
\]
where \( \psi(x) \in \mathcal{D}(\mathbb{R}) \). This means that
\[
\frac{d}{dx}(\theta(x)\phi(x)) = \theta(x) - \theta(x-1).
\]
Note that the function \( \phi(x) \) is not differentiable at \( x = 1 \) in the classical sense and all above derivatives are in the distributional sense.

Clearly, if \( \alpha = -1 \) then
\[
f(x) = \frac{d^2}{dx^2}(\theta(x)\phi(x)) = \delta(x) - \delta(x-1).
\]
Furthermore, we let \( \phi(x) = \sqrt{x} \in C[0, \infty) \) and \( \alpha = 3/2 \) in Theorem 3.9. Then
\[
f(x) = \frac{1}{\Gamma(1/2)} \int_0^x (x-\zeta)^{-1/2}d\zeta = \frac{1}{\Gamma(1/2)} \frac{\Gamma(3/2)\Gamma(1/2)}{\Gamma(2)} x_+ = \frac{\sqrt{\pi}}{2} x_+.
\]
At the end, we suppose that $\phi(x) = xe^x$ (note that this function is in $C^\infty(R)$), and $\alpha < 1$ with $\alpha \neq 0, -1, \cdots$ in Theorem 3.9. Then we get for $1 < \alpha + m < 2$,

$$f(x) = \phi(0) \frac{x^{\alpha-1}}{\Gamma(\alpha)} + \cdots + \phi^{(m-1)}(0) \frac{x^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}$$

$$+ \frac{1}{\Gamma(m + \alpha - 1)} \int_0^x \phi^{(m)}(t)(x-t)^{m+\alpha-2}dt.$$  

Using $\phi^{(m)}(x) = (m + x)e^x$, we come to

$$f(x) = x^\alpha + \cdots + (m - 1) \frac{x^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}$$

$$+ \frac{1}{\Gamma(m + \alpha - 1)} \int_0^x (m + t)e^t(x-t)^{m+\alpha-2}dt.$$  

Clearly,

$$\frac{1}{\Gamma(m + \alpha - 1)} \int_0^x (m + t)e^t(x-t)^{m+\alpha-2}dt = \frac{1}{\Gamma(m + \alpha - 1)} \int_0^x me^t(x-t)^{m+\alpha-2}dt$$

$$+ \frac{1}{\Gamma(m + \alpha - 1)} \int_0^x te^t(x-t)^{m+\alpha-2}dt$$

$$= m \sum_{k=0}^{\infty} \frac{1}{\Gamma(k + m + \alpha)} x^{k+m+\alpha}$$

$$+ \sum_{k=0}^{\infty} \frac{k + 1}{\Gamma(k + m + \alpha + 1)} x^{k+\alpha}.$$  

Hence,

$$f(x) = x^\alpha + \cdots + (m - 1) \frac{x^{\alpha+m-2}}{\Gamma(\alpha + m - 1)}$$

$$+ m \sum_{k=0}^{\infty} \frac{1}{\Gamma(k + m + \alpha)} x^{k+m+\alpha}$$

$$+ \sum_{k=0}^{\infty} \frac{k + 1}{\Gamma(k + m + \alpha + 1)} x^{k+\alpha}.$$  
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