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#### Abstract

We study the two-dimensional stochastic time-fractional Sine-Gordon equation (2D ST-FS-G) and provide a solution for it. We use the new clique polynomial method to obtain a numerical solution to the 2D TFS-G equation. In this technique, the clique polynomial is considered as a basic function for operational matrices. By converting the 2D ST-FS-G equation to algebraic equations, a solution is obtained for the desired equation, which clearly shows that this approach is suitable and accurate for dealing with the equation. We further present the error boundary for the obtained approximation of the desired three-variable function based on the clique polynomial. Finally, we compare some numerical results obtained with the exact ones by a few practical examples.
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## 1 | INTRODUCTION

In engineering and various sciences, partial differential equations are used to model many phenomena. Therefore, numerical solutions to these equations have always been of interest to scientists and they have presented many numerical schemes to find approximate solutions since it seems impossible to get exact solutions in general. ${ }^{1}$ Since fractional differential operators are generalizations of integer order operators, they are used in many engineering problems including mathematical modeling. Viscoelastic materials, bioengineering applications, and viscous fluid flows can be mentioned among these issues. Likewise, numerical methods such as finite element methods, spectral methods, and difference schemes are used to solve fractional partial differential equations. ${ }^{2-5}$ Nonlinear equations are among the topics required in various sciences such as physics, which have been studied by many researchers because of their importance. ${ }^{6}$ The Sine-Gordon nonlinear partial differential equation (S-GN PDE) first introduced by Edmond Bour (1862) is one of the most important equations in the modern nonlinear wave hypothesis, which was initially proposed in the study of the differential geometry of surfaces with Gaussian constant curvature. ${ }^{7}$ The S-GN PDE is also used in other subjects such as nonlinear optics solid-state physics, metal displacement and so on. For this reason, researchers have conducted extensive studies to investigate these equations to find accurate solutions. ${ }^{8-15}$ For the nonlinear SineGordon equation and generalized Sine-Gordon equation, elements Galerkin method is used by Li et al. ${ }^{16}$ The spectral collocation method based on Legendre Wavelets is presented by Yin et al. ${ }^{17}$ to solve the nonlinear Klein-Sine-Gordon equations. Shan et al. ${ }^{18}$ investigated the two-dimensional generalized space-time Legendre-Gauss-Lobatto collocation method. In reference 19, a finite difference scheme and a meshless method were used in time and place variables,
respectively. The meshless procedures with the Neumann boundary conditions have been applied in reference 20. In reference 21 , a combination of the local discontinuous Galerkin method and the finite difference has been used to obtain solutions of the time-space fractional Sine-Gordon equation. Soliton structured methods represent special wavelike solutions for nonlinear dynamic equations, which have attracted the attention of mathematicians. Various nonlinear differential equations such as S-GN PDE and Kortewegde Vries equation (KVE) have been investigated using methods with soliton structures. Many analytical methods have been proposed to numerically solve the S-GN PDE at higher dimensions. For example, Zagrodzinsky, Balcklund, and Painleve developed solutions for the S-GN PDE using the Hirota method. Bratsos, Guo et al. have proposed a numerical solution for the third-order S-GN PDE and the twodimensional S-GN PDE, respectively. ${ }^{22-25}$ Since the occurrence of many real phenomena depends on random factors and there is no certainty about them, stochastic partial differential equations (SPDEs) are used to investigate and explain such problems. SPDEs are applied in various scientific fields, such as nanotechnology, physics, chemistry, biology, economics, etc., which have made researchers to pay attention to solving these equations. One of the most important partial differential equations (SPDEs) is the S-GN PDE. Since there is no exact solution to this equation in most cases, numerical solutions to these equations have always been of interest to researchers. Various methods have been proposed for the numerical solutions. For example, there are the boundary elements method, Taylor expansion method, finite element methods, meshless method, etc. ${ }^{26-28}$ Among the meshless methods for solving high-order equations, we can name the element free Galerkin methods, the moving least squares, reproducing kernel particle, and so on. ${ }^{29}$ Another well-known method of solving time-independent and time-dependent SPDEs is the meshless method based on the radial basis functions (RBFs). In the present work, we study the generalized form of two-dimensional stochastic time-fractional Sine-Gordon equation (2D ST-FS-G) as follows:

$$
\begin{align*}
& \frac{\partial^{\kappa} \Psi(u, w, \tau)}{\partial \tau^{\kappa}}+\mu_{1} \frac{\partial^{\kappa-1} \Psi(u, w, \tau)}{\partial \tau^{\kappa-1}}=\mu_{2} \frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}}+\mu_{3} \frac{\partial^{2} \Psi(u, w, \tau)}{\partial w^{2}}  \tag{1.1}\\
& +s(u, w) \sin (\Psi(u, w, \tau))+\phi(u, w, \tau)+\mu_{4} \frac{d M(\tau)}{d \tau}, \quad(u, w) \in \mathcal{Y}, \tau \in[0, \mathrm{R}]
\end{align*}
$$

with the initial and boundary conditions:

$$
\begin{cases}\Psi(u, w, 0)=\Psi_{0}(u, w), & (u, w) \in \mathcal{Y} \\ \left.\frac{\partial \Psi(u, w, \tau)}{\partial \tau}\right|_{\tau=0}=z(u, w), & (u, w) \in \mathcal{Y}\end{cases}
$$

and

$$
\Psi(u, w, \tau)=k(\tau), \quad 0 \leq \tau \leq R,(u, w) \in \partial \mathcal{Y}
$$

where $\mu_{J}, J=1,2,3,4$ is known positive constants, the functions and $\phi(u, w, \tau), s(u, w), \Psi_{0}(u, w), z(u, w)$ are known functions, and $\Psi(u, w, \tau)$ is an unknown function. Also, $M(\tau)$ is the standard Brownian motion process defined on the probability space $(\Xi, \mathscr{H}, \mathcal{J})$, which is given below, and $\frac{\partial^{\kappa} \Psi(u, w, \tau)}{\partial \tau^{\kappa}}$ is the Caputo fractional derivative of order $\kappa$, and $1<\kappa<2$.

Definition 1.1. The ${ }^{30}$ Brownian motion process $M(\tau)$ satisfies the following properties:

1. $M(0)=0$ (with probability 1 ).
2. For $0 \leq \sigma<\tau \leq R$, the increment $M(\tau)-M(\sigma)$ is a random variable with mean zero and variance $\tau-\sigma$. Consequently, $M(\tau)-M(\sigma) \sim \sqrt{\tau-\sigma} \mathcal{N}(0,1)$, where $\mathcal{N}(0,1)$ denotes the normal distribution with zero mean and unit variance.
3. For $0 \leq \sigma<\tau<\lambda<\zeta \leq T$, the increments $M(\tau)-M(\sigma)$ and $B(\zeta)-B(\lambda)$ are independent.

Our goal is to obtain the numerical solution to Equation (1.1) using the method based on clique polynomials. One of the common and practical numerical methods for solving differential, fractional differential, integral, and fractional integral equations is the operational matrix method using different polynomials. Among the applications of the operational matrix method, we can mention the poly-Bernoulli operational matrix, Jacobi wavelet operational matrix of fractional integration, etc., which are used for fractional delay differential equations and fractional
integrodifferential equations, respectively. One of the main advantages of using operational matrix methods compared to other methods is its easy and applicable use in different subsidy systems. ${ }^{31,32}$ In mathematics, there is a branch called graph theory that deals with the subject of vertices and edges. Considering a set of $\mathfrak{e}$ vertices called $V(\mathcal{Q})$ and a set of edges of $\mathcal{Q}$ called $E(\mathcal{Q})$, we have a graph $\mathcal{Q}=\mathcal{Q}(V(\mathcal{Q}), E(\mathcal{Q}))$ which is pairwise ordered. Our goal is to obtain the numerical solutions of Equation (1.1) using the method based on clique polynomials. The clique polynomial related to the maximal clique problem was first introduced by Hoede and Li which is defined as $\Omega(\mathcal{Q}, \tau)=$ $\sum_{l=0}^{J} \mathfrak{m}_{\mathfrak{e}}(\mathcal{Q}) \tau^{\mathfrak{e}}$ where $\mathfrak{m}_{0}(\mathcal{Q})=1$ and $\mathfrak{m}_{\mathfrak{e}}(\mathcal{Q})$ is the number of $\mathfrak{e}$-cliques of $\mathcal{E}$. ${ }^{33,34}$ The maximal clique problem, which is a hybrid optimization problem, is used in various fields such as economics, information retrieval and biomedical engineering, graph coloring, classification theory, set packing, and optimal winner determination. ${ }^{35}$ Polynomials are used to solve many equations, that is, they solve these equations by expanding the solution by polynomials. ${ }^{36,37}$ There are different types of graph polynomials such as characteristic polynomials, Tutte polynomials, chromatic polynomials, matching polynomials, ${ }^{38,39}$ and clique polynomials. Using the technique of the operational method, which is a new method, we obtain the operational matrix with respect to the polynomial of the complete category of the graph. This work is actually a link between graph theory and numerical solutions of differential equations. The rest of this article is organized as follows:

In Section 2, we first define some basic concepts needed. Then we will describe the batch polynomial technique based on the operation matrix to obtain approximate solutions. In this section, we also obtain the approximation error of the three-variable function using batch polynomials. In Section 3, by presenting an example of Equation (1.1), we implement the batch polynomial technique based on the operational matrix to obtain approximate solutions to this equation. At the end and in Section 4, we provide numerical examples and compare the results obtained with other methods by examining the errors of this technique.

## 2 | PRELIMINARIES

In this section, we will introduce the basic concepts and the main technique of the article using clique polynomials.
Definition 2.1. The ${ }^{40} \kappa$-order $(\kappa>0)$ Riemann-Liouville fractional integral (RL-integral) is defined by

$$
{ }^{R L} I_{\rho}^{\kappa} \Psi(\rho)=\frac{1}{\Gamma(\kappa)} \int_{0}^{\rho}(\rho-r)^{\kappa-1} \Psi(r) d r .
$$

Definition 2.2. $\mathrm{Th}^{40} \kappa$-order Caputo derivative for $\Psi \in C[p, q]$ is given by

$$
{ }^{c} D_{\rho}^{\kappa} \Psi(\rho)= \begin{cases}\frac{1}{\Gamma(\ell-\kappa)} \int_{p}^{\rho}(\rho-r)^{\ell-\kappa-1} \Psi^{\ell}(r) d r, & \ell-1<\kappa<\ell \\ \frac{d^{\ell} \Psi(\rho)}{d \rho^{\ell}}, & \kappa=\ell \in \mathbb{N} .\end{cases}
$$

The clique polynomial of a graph $\mathcal{Q}$, which denotes by $\Omega(\mathcal{Q}, \tau)$, is given by ${ }^{41}$

$$
\Omega(\mathcal{Q}, \tau)=\sum_{\mathfrak{e}=0}^{J} \mathfrak{m}_{\mathfrak{e}}(\mathcal{Q}) \tau^{\mathfrak{e}}, \quad \mathfrak{m}_{0}(\mathcal{Q})=1
$$

where $\mathfrak{m}_{\mathfrak{e}}(\mathcal{Q})$ is the number of $\mathfrak{e}$-cliques of $\mathcal{Q}$. The CP of a complete graph $\mathcal{D}_{J}$ with $J$ vertices is given by ${ }^{42}$

$$
\Omega\left(\mathcal{D}_{J}, \tau\right)=(1+\tau)^{J}
$$

We can approximate any function $\Psi(\tau)$ in $L^{2}(0, R)$ in terms of the CP as

$$
\begin{equation*}
\Psi(\tau) \simeq \widetilde{\Psi}(\tau)=\sum_{J=0}^{E-1} \Psi_{J} \Omega\left(\mathcal{D}_{J}, \tau\right)=\Delta^{T} \mathfrak{G}(\tau) \tag{2.1}
\end{equation*}
$$

where $\Delta=\left[\Psi_{0}, \Psi_{1}, \cdots, \Psi_{E-1}\right]^{T}$, and

$$
\begin{equation*}
\mathfrak{G}(\tau)=\left[\Omega\left(\mathcal{D}_{0}, \tau\right), \Omega\left(\mathcal{D}_{1}, \tau\right), \cdots, \Omega\left(\mathcal{D}_{E-1}, \tau\right)\right]^{T} \tag{2.2}
\end{equation*}
$$

From (2.1), we have $\Delta=A^{-1}\langle\Psi(\tau), \mathfrak{G}(\tau)\rangle$, where $A=\langle\mathfrak{G}(\tau), \mathfrak{G}(\tau)\rangle$ and $\langle\cdot, \cdot\rangle$ indicate the inner product of two arbitrary functions. Also, an arbitrary function $\Psi(u, \tau) \in L^{2}([p, q] \times[0, R])$ can be expanded in terms of the CP by the following infinite series

$$
\begin{equation*}
\Psi(u, \tau)=\sum_{j=0}^{\infty} \sum_{l=0}^{\infty} \Psi_{j l} \Omega\left(\mathcal{D}_{j}, u\right) \Omega\left(\mathcal{D}_{j}, \tau\right) \tag{2.3}
\end{equation*}
$$

We consider the first $E$ terms in (2.3), as an approximation of the function $\Psi(u, \tau)$. It is obtained as

$$
\Psi(u, \tau) \simeq \sum_{J=0}^{E-1} \sum_{l=0}^{E-1} \Psi_{J l} \Omega\left(\mathcal{D}_{J}, u\right) \Omega\left(\mathcal{D}_{l}, \tau\right)=\mathfrak{G}^{T}(u) \Delta \mathfrak{G}(\tau)
$$

where $\Delta=A^{-1}\langle\mathfrak{G}(p),\langle\Psi(u, \tau), \mathfrak{G}(\tau)\rangle\rangle A^{-1}$. Also, for function $\Psi(u, w, \tau) \in L^{2}([p, q] \times[p, q] \times[0, R])$, we have

$$
\Psi(u, w, \tau)=\sum_{J=0}^{\infty} \sum_{i=0}^{\infty} \sum_{\epsilon=0}^{\infty} \Psi_{J l \epsilon} \Omega\left(\mathcal{D}_{J}, u\right) \Omega\left(\mathcal{D}_{\epsilon}, y\right) \Omega\left(\mathcal{D}_{l}, \tau\right)
$$

Since in the process of solving differential equations using the clique polynomials technique, assume that $\mathfrak{G}(\tau)$ is the matrix defined in (2.2). This vector is written based on Taylor functions as follows

$$
\begin{equation*}
\mathfrak{G}(\tau)=A T_{M}(\tau) \tag{2.4}
\end{equation*}
$$

where $A$ is an invertible matrix defined as follows

$$
A=\left[a_{i j}\right], \quad i, j=0,1, \ldots, M-1, \quad a_{i j}= \begin{cases}\binom{i}{j}, & i \geq j \\ 0, & i<j\end{cases}
$$

Also, $T_{M}(\tau)$ is the vector of Taylor's basic functions as follows

$$
T_{M}(\tau)=\left[\begin{array}{c}
1  \tag{2.5}\\
\tau \\
\tau^{2} \\
\vdots \\
\tau^{M-1}
\end{array}\right]
$$

By taking the integral from Equation (2.4), we have

$$
\begin{align*}
& \int_{0}^{\tau} \mathfrak{G}(t) d t=\int_{0}^{\tau} A T_{M}(t) d t \\
& =A \int_{0}^{u} T_{M}(t) d t  \tag{2.6}\\
& =B \bar{T}(\tau)
\end{align*}
$$

where

$$
B=A\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{2.7}\\
0 & \frac{1}{2} & \cdots & 0 \\
& \vdots & \vdots & \ddots
\end{array} \vdots\right.
$$

and

$$
\bar{T}(\tau)=\left[\begin{array}{c}
\tau  \tag{2.8}\\
\tau^{2} \\
\tau^{3} \\
\vdots \\
\tau^{M}
\end{array}\right]
$$

Now we approximate the $\tau^{k}$ functions based on the clique base and using Equation (2.4) by

$$
\tau^{k} \simeq A_{[k+1]}^{-1} \mathfrak{G}(\tau), k=1,2, \cdots, M-1
$$

where $A_{[k+1]}^{-1}$ is the $(k+1)$ th row of the matrix $A^{-1}$. Furthermore, we estimate the function $t^{M}$ based on the clique base as follows

$$
\tau^{M} \simeq c_{M}^{T} \mathfrak{G}(\tau)
$$

where $c_{M}$ is defined as

$$
c_{M}=Q^{-1} \int_{0}^{1} \tau^{M} \mathfrak{G}(\tau) d \tau
$$

and $Q=<\mathfrak{G}(\tau), \mathfrak{G}(\tau)>$. We suppose that

$$
E=\left[\begin{array}{c}
A_{[2]}^{-1}  \tag{2.9}\\
A_{[3]}^{-1} \\
A_{[4]}^{-1} \\
\vdots \\
A_{[M]}^{-1} \\
c_{M}^{T}
\end{array}\right],
$$

then $\bar{T}(\tau) \simeq E \mathfrak{G}(\tau)$. Therefore, the integral operating matrix based on the clique base is derived as

$$
\begin{equation*}
\int_{0}^{\tau} \mathfrak{G}(\tau) d \tau \simeq P \mathfrak{G}(\tau) \tag{2.10}
\end{equation*}
$$

and $P=B E$ is the operational matrix is called the clique base integral.
By taking twice the integral of Equation (2.2), we have

$$
\begin{align*}
& \int_{0}^{\tau} \int_{0}^{\tau} \mathfrak{G}(t) d t d t=\int_{0}^{\tau} P \mathfrak{G}(t) d t \\
& =P \int_{0}^{\tau} \mathfrak{G}(t) d t  \tag{2.11}\\
& =P^{2} \mathfrak{G}(\tau) .
\end{align*}
$$

Consider the following set

$$
\begin{equation*}
\mathfrak{X}=\operatorname{span}\left\{\Omega\left(\mathcal{D}_{0}, u\right) \Omega\left(\mathcal{D}_{0}, w\right) \Omega\left(\mathcal{D}_{0}, \tau\right), \ldots, \Omega\left(\mathcal{D}_{0}, u\right) \Omega\left(\mathcal{D}_{0}, w\right) \Omega\left(\mathcal{D}_{E-1}, \tau\right), \ldots, \Omega\left(\mathcal{D}_{E-1}, u\right) \Omega\left(\mathcal{D}_{E-1}, w\right) \Omega\left(\mathcal{D}_{E-1}, \tau\right)\right\} \tag{2.12}
\end{equation*}
$$

which is the space of all three-variable polynomials. If is the degree of polynomials on $u, w, \tau$, then $\leq E$. The best approximation for the function $\Psi(u, w, \tau) \in L^{*}$ to $\mathfrak{X}$ is the function $\bar{\Psi}(u, w, \tau)$.

In the next theorem, we obtain the error of approximation of the three-variable function using clique polynomials.
Theorem 2.3. Suppose $\Psi(u, w, \tau)$ is a sufficiently smooth function on $L=[p, q] \times[p, q] \times[0, R]$ and $\widetilde{\Psi}(u, w, \tau)$ is its approximation using clique polynomials. Then we have

$$
\begin{equation*}
\|\Psi(u, w, \tau)-\widetilde{\Psi}(u, w, \tau)\|_{2} \leq\left(\frac{\aleph_{1}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{2}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{3}(\mathrm{R})^{E}}{E!2^{2 E-1}}+\frac{\aleph_{4}(q-p)^{2 E} R^{E}}{(E!)^{3} 2^{6 E-3}}\right)(q-p) R \tag{2.13}
\end{equation*}
$$

Proof. Let $u_{J}, w_{l}, \jmath, \imath=0,1, \ldots, E-1$ and $\tau_{\epsilon}, \epsilon=0,1, \ldots, E-1$ be the roots of $E$-degree shifted Chebyshev polynomials on $[0,1]$. By considering the interpolating polynomial $Y_{E}$ to $\Psi(u, w, \tau)$ at points $\left(u_{j}, w_{l}, \tau_{\epsilon}\right)$, we have

$$
\begin{array}{r}
\Psi(u, w, \tau)-\Upsilon_{E}(u, w, \tau)=\frac{\partial^{E} \Psi(\alpha, w, \tau)}{\partial u^{E} E!} \prod_{j=0}^{E-1}\left(u-u_{J}\right)+\frac{\partial^{E} \Psi(u, \beta, \tau)}{\partial w^{E} E!} \prod_{l=0}^{E-1}\left(w-w_{l}\right)+\frac{\partial^{E} \Psi(u, w, \nu)}{\partial \tau^{E} E!} \prod_{\epsilon=0}^{E-1}\left(\tau-\tau_{\epsilon}\right) \\
-\frac{\partial^{3 E} \Psi\left(\alpha^{\prime}, \beta^{\prime}, \nu^{\prime}\right)}{\partial u^{E} \partial w^{E} \partial \tau^{E}(E!)^{3}} \prod_{J=0}^{E-1}\left(u-u_{j}\right) \prod_{l=0}^{E-1}\left(w-w_{l}\right) \prod_{\epsilon=0}^{E-1}\left(\tau-\tau_{\epsilon}\right), \tag{2.14}
\end{array}
$$

where $\alpha, \alpha^{\prime} \in[p, q], \beta, \beta^{\prime} \in[p, q]$, and $\nu, \nu^{\prime} \in[0, R]$. Then we further imply

$$
\begin{align*}
& \left|\Psi(u, w, \tau)-\Upsilon_{E}(u, w, \tau)\right| \leqslant \max _{(u, w, \tau) \in L}\left|\frac{\partial^{E} \Psi(\alpha, w, \tau)}{\partial u^{E}}\right| \frac{\prod_{j=0}^{E-1}\left|u-u_{j}\right|}{E!} \\
& +\max _{(u, w, \tau) \in L}\left|\frac{\partial^{E} \Psi(u, \beta, \tau)}{\partial w^{E}}\right| \frac{\prod_{l=0}^{E-1}\left|w-w_{l}\right|}{E!}+\max _{(u, w, \nu) \in \mathrm{L}}\left|\frac{\partial \Psi(u, w, \nu)^{E}}{\partial \tau^{E}}\right| \frac{\prod_{\epsilon=0}^{E-1}\left|\tau-\tau_{\epsilon}\right|}{E!}  \tag{2.15}\\
& +\max _{(u, w, \tau) \in L}\left|\frac{\partial^{3 E} \Psi\left(\alpha^{\prime}, \beta^{\prime}, \nu^{\prime}\right)}{\partial u^{E} \partial w^{E} \partial \tau^{E}}\right| \frac{\prod_{j=0}^{E-1}\left|u-u_{j}\right| \prod_{j=0}^{E-1}\left|w-w_{l}\right| \prod_{\tau^{E}}^{E-1}\left|\tau-\tau_{\epsilon}\right|}{(E!)^{3}} .
\end{align*}
$$

According to the smooth function $\Psi(u, w, \tau)$ on $L^{*}$, there are constants $\aleph_{1}, \aleph_{2}, \aleph_{3}, \aleph_{4}$ such that

$$
\begin{align*}
& \max _{(u, w, \tau) \in L}\left|\frac{\partial^{\mathrm{L}} \Psi(u, w, \tau)}{\partial u^{E}}\right| \leq \aleph_{1}, \max _{(u, w, \tau) \in L}\left|\frac{\partial^{E} \Psi(u, w, \tau)}{\partial w^{E}}\right| \leq \aleph_{2}, \max _{(u, w, \tau) \in L}\left|\frac{\partial \Psi(u, w, \nu)^{E}}{\partial \tau^{E}}\right| \leq \aleph_{3},  \tag{2.16}\\
& \max _{(u, w, \tau) \in L}\left|\frac{\partial^{3 E} \Psi\left(\aleph^{\prime}, \beta^{\prime}, \nu^{\prime}\right)}{\partial u^{E} \partial w^{E} \partial \tau^{E}}\right| \leq \aleph_{4} .
\end{align*}
$$

By substituting (2.16) into (2.15) and employing the estimates for Chebyshev interpolation nodes, we come to

$$
\begin{equation*}
\left|\Psi(u, w, \tau)-\Upsilon_{E}(u, w, \tau)\right| \leqslant \frac{\aleph_{1}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{2}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{3}(R)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{4}(q-p)^{2 E} R^{E}}{(E!)^{3} 2^{6 E-3}} \tag{2.17}
\end{equation*}
$$

Since $\widetilde{\Psi}(u, w, \tau)$ is the best approximation of $\Psi(u, w, \tau)$ in $\mathfrak{X}$ and using (2.17), we can write

$$
\begin{align*}
\|\Psi(u, w, \tau)-\tilde{\Psi}(u, w, \tau)\|_{2}^{2}= & \int_{0}^{\mathrm{R}} \int_{p}^{q} \int_{p}^{q}|\Psi(u, w, \tau)-\tilde{\Psi}(u, w, \tau)|^{2} d u d w d \tau \\
& \leqslant \int_{0}^{\mathrm{R}} \int_{p}^{q} \int_{p}^{q}\left|\Psi(u, w, \tau)-\Upsilon_{E}(u, w, \tau)\right|^{2} d u d w d \tau \\
= & \int_{0}^{\mathrm{R}} \int_{p}^{q} \int_{p}^{q}\left(\frac{\aleph_{1}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{2}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{3}(\mathrm{R})^{E}}{E!2^{2 E-1}}+\frac{\aleph_{4}(q-p)^{2 E} \mathrm{R}^{E}}{(E!)^{3} 2^{6 E-3}}\right)^{2} d u d w d \tau  \tag{2.18}\\
= & \left(\frac{\aleph_{1}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{2}(q-p)^{E}}{E!2^{2 E-1}}+\frac{\aleph_{3}(\mathrm{R})^{E}}{E!2^{2 E-1}}+\frac{\aleph_{4}(q-p)^{2 E} \mathrm{R}^{E}}{(E!)^{3} 2^{6 E-3}}\right)^{2}(q-p)^{2} \mathrm{R}
\end{align*}
$$

which gives the desired result. Note that for the special case, when $p=0, q=1$, and $R=1$, we have

$$
\begin{equation*}
\|\Psi(u, w, \tau)-\widetilde{\Psi}(u, w, \tau)\|_{2} \leqslant \frac{\aleph_{1}}{E!2^{2 E-1}}+\frac{\aleph_{2}}{E!2^{2 E-1}}+\frac{\aleph_{3}}{E!2^{2 E-1}}+\frac{\aleph_{4}}{(E!)^{3} 2^{6 E-3}} \tag{2.19}
\end{equation*}
$$

therefore (Figure 1)

$$
\|\Psi(u, w, \tau)-\widetilde{\psi}(u, w, \tau)\|_{2}=O\left(\frac{1}{E!2^{2 E-1}}\right)
$$

## 3 | THE PROPOSED TECHNIQUE

In this section, we use the clique polynomials technique to obtain the solution of an equation of type (1.1). For this purpose, we consider the following 2D ST-FS-G equation:

$$
\begin{align*}
& \frac{\partial^{2} \Psi(u, w, \tau)}{\partial \tau^{2}}+\mu_{1} \frac{\partial \Psi(u, w, \tau)}{\partial \tau}=\mu_{2} \frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}}+\mu_{3} \frac{\partial^{2} \Psi(u, w, \tau)}{\partial w^{2}}  \tag{3.1}\\
& +s(u, w) \sin (\Psi(u, w, \tau))+\phi(u, w, \tau)+\mu_{4} \frac{d M(\tau)}{d \tau}, \quad(u, w) \in \mathcal{Y}, \tau \in[0, R]
\end{align*}
$$

with the initial and boundary conditions in Equation (1.1). Assume that,


FIGURE 1 Absolute error of example (4.1). (A) $\tau=0.02, u \in\left(0, \frac{2}{5}\right), w \in\left(\frac{1}{2}, \frac{3}{5}\right)$, (B) $\tau=0.02, u \in\left(\frac{2}{5}, \frac{1}{2}\right), w \in\left(-\frac{8}{5}, 1\right)$, (C) $\tau=0.18, u \in\left(\frac{1}{2}, \frac{3}{5}\right), w \in\left(0, \frac{3}{5}\right)$, and (D) $\tau=0.14, u \in\left(\frac{3}{5}, 1\right), w \in\left(\frac{8}{20}, \frac{1}{2}\right)$.

$$
\begin{equation*}
\frac{\partial^{5} \Psi(u, w, \tau)}{\partial u^{2} \partial w^{2} \partial \tau}=\sum_{J=0}^{\infty} \sum_{l=0}^{\infty} \sum_{\epsilon=0}^{\infty} \Psi_{J l \epsilon} \Omega\left(\mathcal{D}_{J}, u\right) \Omega\left(\mathcal{D}_{\epsilon}, w\right) \Omega\left(\mathcal{D}_{l}, \tau\right)=\mathfrak{G}(\tau)^{T} \Delta \mathfrak{G}(u) \mathfrak{G}(w) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{aligned}
& \mathfrak{G}(\tau)^{T}=\left[\Omega\left(\mathcal{D}_{0}, \tau\right), \Omega\left(\mathcal{D}_{1}, \tau\right), \Omega\left(\mathcal{D}_{2}, \tau\right), \Omega\left(\mathcal{D}_{3}, \tau\right), \ldots, \Omega\left(\mathcal{D}_{\ell}, \tau\right)\right] \\
& \mathfrak{G}(u)=\left[\Omega\left(\mathcal{D}_{0}, u\right), \Omega\left(\mathcal{D}_{1}, u\right), \Omega\left(\mathcal{D}_{2}, u\right), \Omega\left(\mathcal{D}_{3}, u\right), \ldots, \Omega\left(\mathcal{D}_{\ell}, u\right)\right]^{T} \\
& \mathfrak{G}(w)=\left[\Omega\left(\mathcal{D}_{0}, u\right), \Omega\left(\mathcal{D}_{1}, u\right), \Omega\left(\mathcal{D}_{2}, u\right), \Omega\left(\mathcal{D}_{3}, u\right), \ldots, \Omega\left(\mathcal{D}_{\ell}, u\right)\right]^{T} .
\end{aligned}
$$

Integrate Equation (3.2) regarding $\tau$ from 0 to $\tau$,

$$
\begin{align*}
\frac{\partial^{4} \Psi(u, w, \tau)}{\partial u^{2} \partial w^{2}} & =\frac{\partial^{4} \Psi(u, w, 0)}{\partial u^{2} \partial w^{2}}+\int_{0}^{\tau} \mathfrak{G}(\tau)^{T} \Delta \mathfrak{G}(u) \mathfrak{G}(w) d \tau \\
\frac{\partial^{4} \Psi(u, w, \tau)}{\partial u^{2} \partial w^{2}} & =\frac{\partial^{4} \Psi(u, w, 0)}{\partial u^{2} \partial w^{2}}+\Delta \mathfrak{G}(u) \mathfrak{G}(w) \int_{0}^{\tau} \mathfrak{G}(\tau)^{T} d \tau  \tag{3.3}\\
\frac{\partial^{4} \Psi(u, w, \tau)}{\partial u^{2} \partial w^{2}} & =\frac{\partial^{4} \Psi(u, w, 0)}{\partial u^{2} \partial w^{2}}+[P \mathfrak{G}(\tau)]^{T} \Delta \mathfrak{G}(u) \mathfrak{G}(w) .
\end{align*}
$$

Integrating Equation (3.3) regarding $u$ from 0 to $u$,

$$
\begin{align*}
\frac{\partial^{3} \Psi(u, w, \tau)}{\partial u \partial w^{2}} & =\frac{\partial^{3} \Psi(0, w, \tau)}{\partial u \partial w^{2}}-\frac{\partial^{3} \Psi(0, w, 0)}{\partial u \partial w^{2}}+\frac{\partial^{3} \Psi(u, w, 0)}{\partial u \partial w 2}+\int_{u}^{0}[P \mathfrak{G}(\tau)]^{T} \Delta \mathfrak{G}(u) \mathfrak{G}(w) d u \\
\frac{\partial^{3} \Psi(u, w, \tau)}{\partial u \partial w^{2}} & =\frac{\partial^{3} \Psi(0, w, \tau)}{\partial u \partial w^{2}}-\frac{\partial^{3} \Psi(0, w, 0)}{\partial u \partial w^{2}}+\frac{\partial^{3} \Psi(u, w, 0)}{x \partial u \partial w^{2}}+\Delta \mathfrak{G}(w)[P \mathfrak{G}(\tau)]^{T} \int_{u}^{0} \mathfrak{G}(u) d u  \tag{3.4}\\
\frac{\partial^{3} \Psi(u, w, \tau)}{\partial u \partial w^{2}} & =\frac{\partial^{3} \Psi(0, w, \tau)}{\partial u \partial w^{2}}-\frac{\partial^{3} \Psi(0, w, 0)}{\partial u \partial w^{2}}+\frac{\partial^{3} \Psi(u, w, 0)}{\partial u \partial w^{2}}+\Delta \mathfrak{G}(w)[P \mathfrak{G}(\tau)]^{T}[P \mathfrak{G}(u)]
\end{align*}
$$

Again, by taking the integral from 0 to $u$ relative to $u$

$$
\begin{align*}
\frac{\partial^{2} \Psi(u, w, \tau)}{\partial w^{2}} & =\frac{\partial^{2} \Psi(0, w, \tau)}{\partial w^{2}}+u\left[-\frac{\partial^{2} \Psi(0, w, 0)}{\partial w^{2}}+\frac{\partial^{2} \Psi(0, w, \tau)}{\partial w^{2}}\right]-\frac{\partial^{2} \Psi(0, w, 0)}{\partial w^{2}}+\frac{\partial^{2} \Psi(u, w, 0)}{\partial w^{2}} \\
& +\int_{0}^{u} \Delta \mathfrak{G}(w)[P \mathfrak{G}(\tau)]^{T}[P \mathfrak{G}(u)] d u  \tag{3.5}\\
\frac{\partial^{2} \psi(u, w, \tau)}{\partial w^{2}} & =\frac{\partial^{2} \Psi(0, w, \tau)}{\partial w^{2}}+u\left[-\frac{\partial^{2} \Psi(0, w, 0)}{\partial w^{2}}+\frac{\partial^{2} \Psi(0, w, \tau)}{\partial w^{2}}\right]-\frac{\partial^{2} \Psi(0, w, 0)}{\partial w^{2}}+\frac{\partial^{2} \Psi(u, w, 0)}{\partial w^{2}} \\
& +\Delta \mathfrak{G}(w)[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(u)\right]
\end{align*}
$$

Now we take an integral from Equation (3.3) regarding $w$ from 0 to $w$

$$
\begin{align*}
\frac{\partial^{3} \Psi(u, w, \tau)}{\partial u^{2} \partial w} & =\frac{\partial^{3} \Psi(u, 0, \tau)}{\partial u^{2} \partial w}-\frac{\partial^{3} \Psi(u, 0,0)}{\partial u^{2} \partial w}+\frac{\partial^{3} \Psi(u, w, 0)}{\partial u^{2} \partial w}  \tag{3.6}\\
& +\Delta \mathfrak{G}(u)[P \mathfrak{G}(\tau)]^{T}[P \mathfrak{G}(w)]
\end{align*}
$$

and again, by taking the integral from 0 to $w$ relative to $w$

$$
\begin{align*}
\frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}} & =\frac{\partial^{2} \Psi(u, 0, \tau)}{\partial u^{2}}+w\left[-\frac{\partial^{2} \Psi(u, 0,0)}{\partial u^{2}}+\frac{\partial^{2} \Psi(u, 0, \tau)}{\partial u^{2}}\right]-\frac{\partial^{2} \Psi(u, 0,0)}{\partial u^{2}}+\frac{\partial^{2} \Psi(u, w, 0)}{\partial u^{2}}  \tag{3.7}\\
& +\Delta \mathfrak{G}(u)[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(w)\right] .
\end{align*}
$$

Integrating twice from 0 to $u$ relative to $u$ from the above equation, we have

$$
\begin{align*}
\Psi(u, w, \tau) & =\Psi(0, w, \tau)+\Psi(u, 0, \tau)-\Psi(0,0, \tau) \\
& +w\left[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)+\Psi(0,0,0)+u\left[-\frac{\partial \Psi(0,0, \tau)}{\partial u}+\frac{\partial \Psi(0,0,0)}{\partial u}\right]\right]  \tag{3.8}\\
& -\Psi(u, 0,0)+\Psi(0,0,0)+\Psi(u, w, 0)-\Psi(0, w, 0) \\
& +\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right]
\end{align*}
$$

by putting $u=c, w=d$ in the equation, we have obtained

$$
\begin{align*}
\Psi(c, d, \tau) & =\Psi(0, d, \tau)+\Psi(c, 0, \tau)-\Psi(0,0, \tau) \\
& +d\left[\Psi(c, 0, \tau)-\Psi(0,0, \tau)-\Psi(c, 0,0)+\Psi(0,0,0)+c\left[-\frac{\partial \Psi(0,0, \tau)}{\partial u}+\frac{\partial \Psi(0,0,0)}{\partial u}\right]\right]  \tag{3.9}\\
& -\Psi(c, 0,0)+\Psi(0,0,0)+\Psi(c, d, 0)-\Psi(0, d, 0) \\
& +\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]
\end{align*}
$$

Then

$$
\begin{align*}
& {\left[-\frac{\partial \Psi(0,0, \tau)}{\partial u}+\frac{\partial \Psi(0,0,0)}{\partial u}\right]=} \\
& \frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)-\Psi(c, 0, \tau)+\Psi(0,0, \tau)-d \Psi(c, 0, \tau)+d \Psi(0,0, \tau)+d \Psi(c, 0,0) \\
& \left.-d \Psi(0,0,0) \quad+\Psi(c, 0,0)-\Psi(0,0,0)-\Psi(c, d, 0)+\Psi(0, d, 0) \quad-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right] . \tag{3.10}
\end{align*}
$$

Using Equation (3.8), we get

$$
\begin{aligned}
\Psi(u, w, \tau) & =\Psi(0, w, \tau)+\Psi(u, 0, \tau)-\Psi(0,0, \tau) \\
& +w[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)
\end{aligned}
$$

$$
\begin{align*}
&+\Psi(0,0,0)+u\left[\frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)-\Psi(c, 0, \tau)+\Psi(0,0, \tau)-d \Psi(c, 0, \tau)+d \Psi(0,0, \tau)+d \Psi(c, 0,0)-d \Psi(0,0,0)+\Psi(c, 0,0)\right. \\
& \quad \Psi(0,0,0)-\Psi(c, d, 0)+\Psi(0, d, 0) \\
&\left.\left.\left.-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right]\right]\right]-\Psi(u, 0,0)+\Psi(0,0,0)+\Psi(u, w, 0)-\Psi(0, w, 0)+\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right] . \tag{3.11}
\end{align*}
$$

Continuing the process, we derive that

$$
\begin{align*}
& \frac{\partial \Psi(u, w, \tau)}{\partial \tau}=\frac{\partial \Psi(0, w, \tau)}{\partial \tau}+\frac{\partial \Psi(u, 0, \tau)}{\partial \tau}-\frac{\partial \Psi(0,0, \tau)}{\partial \tau} \\
& +w \frac{d}{d \tau}\left[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)+\Psi(0,0,0)+u\left[\frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)-\Psi(c, 0, \tau)\right.\right. \\
& +\Psi(0,0, \tau)-d \Psi(c, 0, \tau)+d \Psi(0,0, \tau)+d \Psi(c, 0,0)-d \Psi(0,0,0)  \tag{3.12}\\
& \left.\left.\left.+\Psi(c, 0,0)-\Psi(0,0,0)-\Psi(c, d, 0)+\Psi(0, d, 0)-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right]\right]\right] \\
& +\frac{d}{d \tau} \Delta[P \mathfrak{G}(\tau)]^{T}\left[P^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right],
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial^{2} \Psi(u, w, \tau)}{\partial \tau^{2}}=\frac{\partial^{2} \Psi(0, w, \tau)}{\partial \tau^{2}}+\frac{\partial^{2} \Psi(u, 0, \tau)}{\partial \tau^{2}}-\frac{\partial^{2} \Psi(0,0, \tau)}{\partial \tau^{2}} \\
& +w \frac{d^{2}}{d \tau^{2}}\left[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)+\Psi(0,0,0)+u\left[\frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)-\Psi(c, 0, \tau)\right.\right. \\
& +\Psi(0,0, \tau)-d \Psi(c, 0, \tau)+d \Psi(0,0, \tau)+d \Psi(c, 0,0)-d \Psi(0,0,0)  \tag{3.13}\\
& \left.\left.\left.+\Psi(c, 0,0)-\Psi(0,0,0)-\Psi(c, d, 0)+\Psi(0, d, 0)-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right]\right]\right] \\
& +\frac{d^{2}}{d \tau^{2}} \Delta[P \mathfrak{G}(\tau)]^{T}\left[P^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right] .
\end{align*}
$$

To complete the algorithm, we put Equations (3.13), (3.12), (3.11), (3.7), and (3.5) in Equation (1.1)

$$
\begin{gathered}
\frac{\partial^{2} \Psi(0, w, \tau)}{\partial \tau^{2}}+\frac{\partial^{2} \Psi(u, 0, \tau)}{\partial \tau^{2}}-\frac{\partial^{2} \Psi(0,0, \tau)}{\partial \tau^{2}} \\
+w \frac{d^{2}}{d \tau^{2}}[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)+\Psi(0,0,0) \\
+u\left[\frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)-\Psi(c, 0, \tau)+\Psi(0,0, \tau)-d \Psi(c, 0, \tau)+d \Psi(0,0, \tau)+d \Psi(c, 0,0)-d \Psi(0,0,0)\right.
\end{gathered}
$$

$$
\begin{align*}
& +\Psi(c, 0,0)-\Psi(0,0,0) \\
& \left.\left.\left.-\Psi(c, d, 0)+\Psi(0, d, 0)-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right]\right]\right]+\frac{d^{2}}{d \tau^{2}} \Delta[P \mathfrak{G}(\tau)]^{T}\left[P^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right], \\
& +\mu_{1}\left(\frac{\partial \Psi(0, w, \tau)}{\partial \tau}+\frac{\partial \Psi(u, 0, \tau)}{\partial \tau}-\frac{\partial \Psi(0,0, \tau)}{\partial \tau}+w \frac{d}{d \tau}\left[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)+\Psi(0,0,0)+u\left[\frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)\right.\right.\right. \\
& -\Psi(c, 0, \tau)+\Psi(0,0, \tau)-d \Psi(c, 0, \tau)+d \Psi(0,0, \tau)+d \Psi(c, 0,0) \\
& -d \Psi(0,0,0)+\Psi(c, 0,0)-\Psi(0,0,0)-\Psi(c, d, 0) \\
& \left.\left.\left.+\Psi(0, d, 0)-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right]\right]\right] \\
& \left.+\frac{d}{d \tau} \Delta[P \mathfrak{G}(\tau)]^{T}\left[P^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right]\right)=\mu_{2}\left(\frac{\partial^{2} \Psi(u, 0, \tau)}{\partial u^{2}}+w[ \right. \\
& \left.-\frac{\partial^{2} \Psi(u, 0,0)}{\partial u^{2}}+\frac{\partial^{2} \Psi(u, 0, \tau)}{\partial u^{2}}\right]-\frac{\partial^{2} \Psi(u, 0,0)}{\partial u^{2}} \\
& \left.+\frac{\partial^{2} \Psi(u, w, 0)}{\partial u^{2}}+\Delta \mathfrak{G}(u)[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(w)\right]\right)+\mu_{3}\left(\frac{\partial^{2} \Psi(0, w, \tau)}{\partial w^{2}}+u\left[-\frac{\partial^{2} \Psi(0, w, 0)}{\partial w^{2}}+\frac{\partial^{2} \Psi(0, w, \tau)}{\partial w^{2}}\right]-\frac{\partial^{2} \Psi(0, w, 0)}{\partial w^{2}}+\frac{\partial^{2} \Psi(u, w, 0)}{\partial w^{2}}\right. \\
& \left.+\Delta \mathfrak{G}(w)[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(u)\right]\right)+s(u, w) \sin (\Psi(0, w, \tau)+\Psi(u, 0, \tau)-\Psi(0,0, \tau) \\
& +w\left[\Psi(u, 0, \tau)-\Psi(0,0, \tau)-\Psi(u, 0,0)+\Psi(0,0,0)+u\left[\frac{1}{d c}[\Psi(c, d, \tau)-\Psi(0, d, \tau)-\Psi(c, 0, \tau)+\Psi(0,0, \tau)-d \Psi(c, 0, \tau)\right.\right. \\
& +d \Psi(0,0, \tau)+d \Psi(c, 0,0) \\
& -d \Psi(0,0,0)+\Psi(c, 0,0)-\Psi(0,0,0)-\Psi(c, d, 0)+\Psi(0, d, 0) \\
& \left.\left.\left.-\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(d)\right]\left[P^{2} \mathfrak{G}(c)\right]\right]\right]\right]-\Psi(u, 0,0)+\Psi(0,0,0)+\Psi(u, w, 0) \\
& \left.-\Psi(0, w, 0)+\Delta[P \mathfrak{G}(\tau)]^{T}\left[p^{2} \mathfrak{G}(w)\right]\left[P^{2} \mathfrak{G}(u)\right]\right)+\phi(u, w, \tau)+\mu_{4} \frac{d M(\tau)}{d \tau} . \tag{3.14}
\end{align*}
$$

By solving the above system at different points (local points $u_{J}, w_{J}, \tau_{J}=\frac{2 J-1}{2 E^{2}}$ ), the values of polynomial coefficients of the category are derived. Then by placing these coefficients in (3.11), we achieve the desired solution (Figure 2).

## 4 | NUMERICAL EXAMPLES

In this section, a performance of the clique polynomial method for a type of Equation (1.1) is demonstrated. We consider the domain $\Xi$ and these results are calculated in this domain. We shall computer the errors, $L_{2}$-error, $L_{\infty}$-error, and RMS-error. Therefore, in the following, we will first introduce these errors and then present them in the examples.


FIGURE 2 The intended domain of examples (4.1) and (2).

$$
\begin{align*}
L^{2} \text {-error } & =\sqrt{\sum_{J=1}^{\ell} e_{J}^{2}} \\
L^{\infty} \text {-error } & =\max \left(e_{J}\right) 1 \leq J \leq \ell-1  \tag{4.1}\\
\text { RMS-error } & =\sqrt{\sum_{J=1}^{\ell} \frac{e_{J}^{2}}{\ell}},
\end{align*}
$$

where $e_{J}$ is an absolute error.

Example 4.1. Consider the following nonlinear 2D stochastic timefractional Sine-Gordon equation (2D ST-FS-G)

$$
\begin{align*}
\frac{\partial^{\kappa} \Psi(u, w, \tau)}{\partial \tau^{\kappa}} & +3 \frac{\partial^{\kappa-1} \Psi(u, w, \tau)}{\partial \tau^{\kappa-1}}=2 \frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}}+\frac{\partial^{2} \Psi(u, w, \tau)}{\partial \tau^{2}}  \tag{4.2}\\
& +\frac{\pi}{3} \sin (\psi(u, w, \tau))+\phi(u, w, \tau)+4 \frac{d \mathrm{M}(\tau)}{d \tau}
\end{align*}
$$

by choosing $\kappa=2$ and with the following initial and boundary conditions

$$
\begin{cases}\Psi(u, w, 0)=-\sin \left(\frac{\pi}{2} u\right) \sin \left(\frac{\pi}{2} w\right), & (u, w) \in \Xi \\ \left.\frac{\partial \Psi(u, w, \tau)}{\partial \tau}\right|_{\tau=0}=-2 \sin \left(\frac{\pi}{2} u\right) \sin \left(\frac{\pi}{2} w\right), & (u, w) \in \Xi\end{cases}
$$

and $\Psi(u, w, \tau)=-\exp (2 \tau) \sin \left(\frac{\pi}{2} u\right) \sin \left(\frac{\pi}{2} w\right)$, where $(u, w) \in \partial \Xi, 0 \leq \tau \leq T$. We consider $\phi(u, w, \tau)$ such that the exact solution of Equation (4.3) is as follows (Table 1 and Figure 3)

$$
\Psi(u, w, \tau)=-\exp (2 \tau) \sin \left(\frac{\pi}{2} u\right) \sin \left(\frac{\pi}{2} w\right)
$$

TABLE 1 Compare the errors of our proposed method and other methods for example (4.1).

| $\boldsymbol{R}$ | $\boldsymbol{L}_{2}$-error | RMS-error | $\boldsymbol{L}_{\infty}$-error |
| :--- | :---: | :--- | :---: |
| Numerical results using Gaussian RBF |  |  |  |
| 1 | - | $4.2234 e-3$ | $5.1057 e-3$ |
| 2 | - | $2.6358 e-3$ | $3.3081 e-3$ |
| 3 | - | $8.9071 e-4$ | $9.0937 e-4$ |
| 4 | - | $5.9450 e-4$ | $5.9999 e-4$ |
| 5 | - | - | - |
| Numerical results using multiquadrics RBF |  |  |  |
| 1 | - | $9.3207 e-4$ | $1.2396 e-3$ |
| 2 | - | $5.5302 e-4$ | $6.2397 e-4$ |
| 3 | - | $3.4501 e-4$ | $4.2139 e-4$ |
| 4 | - | $1.4540 e-4$ | $1.4999 e-4$ |
| 5 | - | - | - |
| Numerical results using our method | $8.1 e-6$ | $1.6 e-5$ |  |
| 1 | $3.2 e-5$ | $1.1 e-5$ | $2.3 e-5$ |
| 2 | $4.6 e-5$ | $1.4 e-5$ | $2.8 e-5$ |
| 3 | $5.6 e-5$ | $1.6 e-5$ | $3.2 e-5$ |
| 4 | $6.5 e-5$ | $1.8 e-5$ | $3.6 e-5$ |
| 5 | $7.2 e-5$ |  |  |



FIGURE 3 Exact solution for example (4.1). (A) $\tau=0.02, u \in\left(0, \frac{2}{5}\right), w \in\left(\frac{1}{2}, \frac{3}{5}\right)$, (B) $\tau=0.06, u \in\left(0, \frac{2}{5}\right), w \in\left(\frac{1}{2}, \frac{3}{5}\right)$, (C) $\tau=0.02, u \in\left(\frac{2}{5}, \frac{1}{2}\right), w \in\left(-\frac{8}{5}, 1\right)$, (D) $\tau=0.02, u \in\left(\frac{1}{2}, \frac{3}{5}\right), w \in\left(0, \frac{3}{5}\right)$, and (E) $\tau=0.02, u \in\left(\frac{3}{5}, 1\right), w \in\left(\frac{8}{20}, \frac{1}{2}\right)$.
where $\Xi=\Xi_{1} \cup \Xi_{2} \cup \Xi_{3} \cup \Xi_{4}$ and

$$
\begin{aligned}
& \Xi_{1}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0<u<\frac{2}{5}, \quad-\frac{1}{4} u+\frac{1}{2}<w<\frac{1}{4} u+\frac{1}{2}\right\} \\
& \Xi_{2}=\left\{(u, w) \in \mathbb{R}^{2}: \quad \frac{2}{5}<u<\frac{1}{2}, \quad-4 u+2<w<4 u-1\right\} \\
& \Xi_{3}=\left\{(u, w) \in \mathbb{R}^{2}: \quad \frac{1}{2}<u<\frac{3}{5}, \quad 4 u-2<w<-4 u+3\right\} \\
& \Xi_{4}=\left\{(u, w) \in \mathbb{R}^{2}: \quad \frac{3}{5}<u<1, \quad \frac{1}{4} u+\frac{1}{4}<w<-\frac{1}{4} u+\frac{3}{4}\right\} .
\end{aligned}
$$

Example 4.2. Consider the following nonlinear 2D stochastic timefractional Sine-Gordon equation (2D ST-FS-G)

$$
\begin{align*}
\frac{\partial^{\alpha} \Psi(u, w, \tau)}{\partial \tau^{\kappa}} & +\frac{\partial^{\kappa-1} \Psi(u, w, \tau)}{\partial \tau^{\kappa-1}}=\pi \frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}}+\frac{\pi}{2} \frac{\partial^{2} \Psi(u, w, \tau)}{\partial w^{2}}  \tag{4.3}\\
& +\sin (\Psi(u, w, \tau))+\phi(u, w, \tau)+\frac{\pi}{3} \frac{d M(\tau)}{d \tau}
\end{align*}
$$

for $\kappa=2$ and with the following initial and boundary conditions:

$$
\begin{cases}\Psi(u, w, 0)=-w \exp (2 u+w), & (u, w) \in \Xi \\ \left.\frac{\partial \Psi(u, w, \tau)}{\partial \tau}\right|_{\tau=0}=-\exp (2 u+w), & (u, w) \in \Xi,\end{cases}
$$

and $\Psi(u, w, \tau)=\left(2 \tau^{2}-\tau-w\right) \exp (2 u+w)$, where $(u, w) \in \partial \Xi, 0 \leq \tau \leq T$. We consider $\phi(u, w, \tau)$ such that the exact solution of Equation (4.4) is as follows (Tables 2 and 3; Figures 4 and 5)

$$
\Psi(u, w, \tau)=\left(2 \tau^{2}-\tau-w\right) \exp (2 u+w)
$$

where $\Xi=\Xi_{1} \cup \Xi_{2} \cup \Xi_{3} \cup \Xi_{4}$ and

$$
\Xi_{1}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0<u<0.25, \quad 0.75-0.75 \sqrt{1-\frac{(u-0.5)^{2}}{0.25}}<w<0.5+0.4 \sqrt{1-\frac{u^{2}}{0.0625}}\right\}
$$

TABLE 2 Compare the errors of our proposed method and other methods for example (4.2).

| $\boldsymbol{R}$ | $\boldsymbol{L}_{2}$-error | RMS-error |
| :--- | :--- | :--- |
| Numerical results using Gaussian RBF |  | $\boldsymbol{L}_{\infty}$-error |
| 6 | - | $5.0091 e-4$ |
| 7 | - | $2.5407 e-4$ |
| 8 | - | $9.8531 e-5$ |
| 9 | - | $7.5442 e-5$ |
| 10 | - | - |

TABLE 3 Exact and approximate solutions of examples (4.1) and (4.2).

| $\boldsymbol{R}$ | ApproximateSolutions | ExactSolutions |
| :--- | :--- | :--- |
| Numerical results for example (4.1) |  | -0.2445680150 |
| 1 | -0.9797428447 | -0.04126143009 |
| 2 | 1.210786774 | 0.6776125542 |
| 3 | 3.288801672 | -0.4651960087 |
| 4 | 3.233305841 | -0.5741286545 |
| 5 | 4.211685926 | -1.480747753 |
| Numerical results for example (4.2) | 4.120551377 | 0.04310902677 |
| 6 | 6.731720887 | -1.141583089 |
| 7 | 6.362513321 | -14.59614450 |
| 9 | -6.548391730 | -14.01832209 |
| 10 | -5.155084770 | -2 |

$$
\begin{aligned}
& \Xi_{2}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0.25<u<0.5, \quad 0.75-0.75 \sqrt{1-\frac{(u-0.5)^{2}}{0.25}}<w<0.5+0.5 \sqrt{1-\frac{(u-0.6)^{2}}{0.1225}}\right\} \\
& \Xi_{3}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0.5<u<0.75, \quad 0.75-0.75 \sqrt{1-\frac{(u-0.5)^{2}}{0.25}}<w<0.5+0.5 \sqrt{1-\frac{(u-0.4)^{2}}{0.1225}}\right\} \\
& \Xi_{4}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0.75<u<1, \quad 0.75-0.75 \sqrt{1-\frac{(u-0.5)^{2}}{0.25}}<w<0.5+0.4 \sqrt{1-\frac{(u-1)^{2}}{0.0625}}\right\}
\end{aligned}
$$

Example 4.3. Consider the following nonlinear 2D ST-FS-G

$$
\begin{align*}
\frac{\partial^{\alpha} \Psi(u, w, \tau)}{\partial \tau^{\kappa}} & +\frac{\partial^{\kappa-1} \Psi(u, w, \tau)}{\partial \tau^{\kappa-1}}=\frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}}+\frac{\partial^{2} \Psi(u, w, \tau)}{\partial w^{2}}  \tag{4.4}\\
& -\sin (\Psi(u, w, \tau))+\phi(u, w, \tau)+\frac{d M(\tau)}{d \tau}
\end{align*}
$$

where $\kappa=2$. We consider the function $\phi(u, w, \tau)$ such that $\Psi(u, w, \tau)=-u^{2}-w^{2}+\tau^{2}+(u-w-\tau) \cos (\tau)$, is the exact solution of the equation. We have the initial and boundary conditions as follows

$$
\begin{cases}\Psi(u, w, 0)=-u^{2}-w^{2}+u-w, & (u, w) \in \Xi \\ \left.\frac{\partial \Psi(u, w, \tau)}{\partial \tau}\right|_{\tau=0}=-1, & (u, w) \in \Xi\end{cases}
$$

and where $(u, w) \in \partial \Xi, 0 \leq \tau \leq T, \Xi=\Xi_{1} \cup \Xi_{2} \cup \Xi_{3} \cup \Xi_{4}$ and


FIGURE 4 Exact solution for example (4.2). (A) $\tau=0.1, u \in(0,0.25), w \in(0.75,0.5)$, (B) $\tau=0.1, u \in(0.25,0.5), w \in(-0.1875,0.5918)$, (C) $\tau=0.1, u \in(0.5,0.75), w \in(0,0.5)$, and (D) $\tau=0.14, u \in(0.75,1), w \in(0.75,0.9)$.

$$
\left.\begin{array}{l}
\Xi_{1}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0<u<\frac{1}{6}, \quad-\frac{1}{3} u+\frac{1}{6}<w<\frac{1}{3} u+\frac{1}{6}\right\} \\
\Xi_{2}=\left\{(u, w) \in \mathbb{R}^{2}:\right. \\
\frac{1}{6}<u<\frac{1}{3}, \\
\Xi_{3}=\left\{(u, w) \in \mathbb{R}^{2}:\right. \\
\Xi^{\frac{1}{3}}<u<\frac{1}{2}, \\
\Xi_{4}=\left\{(u, w) \in \mathbb{R}^{2}:\right. \\
\Xi^{\frac{1}{2}}<u<1, \\
\left.\frac{1}{6} u+\frac{1}{6}<w<-\frac{1}{6} u+\frac{2}{3}\right\}
\end{array}\right\} .
$$

In the following, we present the numerical results obtained for Equation (4.4) in Table 4. In this table, the exact solutions and approximate solutions obtained from the presented method are given. Also, the comparison of these solutions is shown graphically in Figure 6.

Example 4.4. Consider the following nonlinear 2D ST-FS-G

$$
\begin{align*}
\frac{\partial^{\alpha} \Psi(u, w, \tau)}{\partial \tau^{\kappa}} & +\frac{\partial^{\kappa-1} \Psi(u, w, \tau)}{\partial \tau^{\kappa-1}}=\frac{\partial^{2} \Psi(u, w, \tau)}{\partial u^{2}}-\frac{\partial^{2} \Psi(u, w, \tau)}{\partial w^{2}} \\
& -\sin (\Psi(u, w, \tau))+\phi(u, w, \tau)+\pi \frac{d M(\tau)}{d \tau} \tag{4.5}
\end{align*}
$$



FIGURE 5 Absolute error for example (4.2). (A) $\tau=0.1, u \in(0,0.25), w \in(0.75,0.5)$, (B) $\tau=0.1, u \in(0.25,0.5), w \in(-0.1875,0.5918)$, (C) $\tau=0.1, u \in(0.5,0.75), w \in(0,0.5)$, and (D) $\tau=0.14, u \in(0.75,1), w \in(0.75,0.9)$.

TABLE 4 Numerical results for example (4.3).

| $\boldsymbol{R}$ | ApproximateSolutions | ExactSolutions |
| :--- | :--- | :--- |
| 1 | -0.6056681223 | -0.6136571156 |
| 2 | -0.8800356855 | -0.9700367267 |
| 3 | -0.2913271607 | -0.3110146471 |
| 4 | -0.4623267413 | -0.2627466525 |
| 5 | -0.3354488719 | -0.2312488719 |
| 6 | -0.3927865112 | -0.3475555741 |
| 7 | -0.9455632147 | -1.444063416 |
| 8 | -2.874625172 | -4.576032249 |
| 9 | -1.126851245 | -1.376880030 |
| 10 | -1.864202633 | -2.065604301 |

where $\kappa=2$. We consider the function $\phi(u, w, \tau)$ such that $\Psi(u, w, \tau)=\frac{1}{4}\left(\sin \left(\frac{\pi}{2}(u+w+\tau)\right)+\sin \left(\frac{\pi}{2}(u+w-\tau)\right)\right)$, is the exact solution of the equation. We have the initial and boundary conditions as follows

$$
\begin{cases}\Psi(u, w, 0)=\frac{1}{2}\left(\sin \left(\frac{\pi}{2}(u+w)\right)\right), & (u, w) \in \Xi \\ \left.\frac{\partial \Psi(u, w, \tau)}{\partial \tau}\right|_{\tau=0}=0, & (u, w) \in \Xi\end{cases}
$$

and where $(u, w) \in \partial \Xi, 0 \leq \tau \leq T, \Xi=\Xi_{1} \cup \Xi_{2} \cup \Xi_{3} \cup \Xi_{4}$ and

$$
\begin{aligned}
& \Xi_{1}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0<u<0.15, \quad 0.35-0.35\left(0.15-\sqrt{1-u^{2}}\right)<w<0.75+0.55\left(1-\sqrt{1-u^{2}}\right)\right\} \\
& \Xi_{2}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0.15<u<0.35, \quad 0.35-0.35\left(0.15-\sqrt{1-u^{2}}\right)<w<0.75+0.75\left(1-\sqrt{u^{2}}\right)\right\} \\
& \Xi_{3}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0.35<u<0.55, \quad 0.35-0.35\left(0.15-\sqrt{1-u^{2}}\right)<w<0.75+0.75\left(1-\sqrt{u^{2}}\right)\right\} \\
& \Xi_{4}=\left\{(u, w) \in \mathbb{R}^{2}: \quad 0.55<u<1, \quad 0.35-0.35\left(0.15-\sqrt{1-u^{2}}\right)<w<0.75+0.55\left(1-\sqrt{1-u^{2}}\right)\right\} .
\end{aligned}
$$


(A)

(B)

FIGURE 6 Comparison of exact solutions and approximate solutions for examples (4.3), (4.4) for different values of $u$, $w$ in the given domains and for $\tau=0.2,0.3$.

TABLE 5 Numerical results for example (4.4).

| $\boldsymbol{R}$ | ApproximateSolutions | ExactSolutions |
| :--- | :--- | :--- |
| 1 | 0.15734821368 | 0.2461101360 |
| 2 | 0.3000472826 | 0.3260483918 |
| 3 | 0.1867232491 | 0.2351866150 |
| 4 | 0.2040013769 | 0.2240029381 |
| 5 | 0.3175440995 | 0.3880140310 |
| 6 | 0.2773576314 | 0.3078128528 |
| 7 | 0.2213675422 | 0.2643731790 |
| 8 | 0.2455000038 | 0.2783018098 |
| 9 | 0.2833147637 | 0.3173109120 |
| 10 | 0.3057133399 | 0.3519093811 |

In the following, we present the numerical results obtained for Equation (4.5) in Table 5. In this table, the exact solutions and approximate solutions obtained from the presented method are given. Also, the comparison of these solutions is shown graphically in Figure 6.

## 5 | CONCLUSION

Using the new clique polynomial method, we have studied the two-dimensional stochastic time-fractional SineGordon equation (2D ST-FS-G) and provided a numerical algorithm for solving it. By converting the 2D ST-FS-G equation to algebraic equations, an approximate solution is derived for the desired equation. We also have presented the error boundary for the obtained approximation of the desired three-variable function based on the clique polynomial. At the end, we demonstrated some numerical examples using our techniques to indicate the efficiency of our algorithm.
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